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The goal of this course is the proof of global and local class field theory. The course is
sequel to Algebraic Number Theory (I) in Spring 2025.

1. Local class field theory via cohomology

1.1. Statements of local class field theory. Let K be a non-archimedean local field.
The following two theorems are the main theorems of local class field theory.

Theorem 1.1.1 (Local Reciprocity Law). There is a continuous homomorphism ψK :
K× → Gab

K with dense image, called the local Artin map, satisfying the following conditions:

(1) For each finite unramified extension L/K, the composition ψL/K : K× ψK−−→ Gab
K →

Gal(L/K) sends every uniformizer in K× to the Frobenius element in Gal(L/K).

(2) For each finite abelian extension L/K, the composition ψL/K : K× ψK−−→ Gab
K →

Gal(L/K) is surjective and its kernel is NL/K(L×).

Theorem 1.1.2 (Local Existence Theorem). We have an inclusion-reversing bijection

{finite abelian extensions L/K in Ks} → {open finite index subgroups of K×},

sending L to NL/K(L×).

Last semester, assuming the truth of Theorem 1.1.1, we used Lubin–Tate theory to
establish the following:

(1) An explicit description of Kab.
(2) The map ψK as in Theorem 1.1.1 must be unique, and it is given by an explicit

formula.
(3) An explicit proof of Theorem 1.1.2.

The first goal of this course is to prove Theorem 1.1.1, namely the existence of ψK . We
shall use group cohomology to construct this map. It will also follow from our construction
that ψK satisfies norm and transfer functoriality, as recalled below:

Theorem 1.1.3 (Norm and transfer functoriality). Let L/K be a finite separable extension.
Then we have a commutative diagram

L×

NL/K

��

ψL // Gab
L

i

��
K× ψK // Gab

K
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where i is induced by the inclusion GL ↪→ GK . We have a commutative diagram

L× ψL // Gab
L

K×
?�

OO

ψK // Gab
K

V

OO

where V is the transfer map.

1.2. The idea of using group cohomology. For any group G and any G-module A
(abelian group with G-action), we have the cohomology groups Hi(G,A), i ≥ 0, which are

abelian groups. If G is finite, then we have the Tate cohomology groups Ĥi(G,A), i ∈ Z.
In order to construct the Artin map ψK , for each finite abelian extension L/K we need to
construct the isomorphism

ψ−1
L/K : Gal(L/K)

∼−→ K×/NL/K(L×).

The two sides have group cohomology interpretations: The left hand side is Ĥ−2(Gal(L/K),Z)
where Z has the trivial Gal(L/K)-action (more generally, for any finite group G, Ĥ−2(G,Z)
is the abelianization of G), and the right hand side is Ĥ0(Gal(L/K), L×). In general, we
have the cup product

∪ : Ĥi(G,A)⊗ Ĥj(G,B)→ Ĥi+j(G,A⊗B).

Moreover, there is a distinguished element, called the fundamental class,

c ∈ Ĥ2(Gal(L/K), L×).

The desired map ψ−1
L/K will be given by cupping with c:

ψ−1
L/K(x) := x ∪ c.

1.3. The category of G-modules. Let G be a group. By a G-module, we mean an
abelian group equipped with a left G-action via group automorphisms. Let Z[G] be the
group algebra of G over Z. This is the ring consisting of formal finite linear combinations∑n
i=1 ai[gi], with ai ∈ Z and gi ∈ G, and multiplication is given by

(
∑
i

ai[gi])(
∑
j

bj [hj ]) =
∑
i,j

aibj [gihj ].

Then a G-module is the same as a left Z[G]-module. Morphisms between G-modules are
group homomorphisms which are G-equivariant. (We shall also call these morphisms G-
homomorphisms.) The category of G-modules is abelian.

If X,Y are G-modules, we write Hom(X,Y ) for the group of homomorphisms X → Y ,
and write HomZ[G](X,Y ) = HomG(X,Y ) for the group of G-homomorphisms X → Y .
Note that Hom(X,Y ) is naturally a G-module, with the G-action defined by (gf)(x) =
g(f(g−1x)),∀g ∈ G, f ∈ Hom(X,Y ), x ∈ X. We have HomG(X,Y ) = Hom(X,Y )G.

Similarly, if X,Y are G-modules, then X ⊗Z Y is naturally a G-module, where the G-
action is defined by g(x⊗ y) = gx⊗ gy.

Let H be a subgroup of G. We have two functors from H-modules to G-modules, called
induction and coinduction, defined by

IndGH(X) = Z[G]⊗Z[H] X,

coIndGH(X) = HomZ[H](Z[G], X).
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In the first definition, Z[G] is viewed as a right Z[H]-module by right multiplication of H

on G, and the G-action on IndGH(X) is induced by the left multiplication of G on Z[G]. In
the second definition, Z[G] is viewed as a left Z[H]-module by left multiplication of H on

G, and the G-action on coIndGH(X) is induced by right multiplication of G on Z[G], i.e., for
g0 ∈ G and f ∈ coIndGH(X), we define

(g0f)(
∑
i

ai[gi]) := f(
∑
i

ai[gig0]), ∀
∑
i

ai[gi] ∈ Z[G].

We can make these definitions more concrete. For induction, we can fix coset representa-
tives for G/H, so that G =

⊔
i∈I giH. Then the right Z[H]-module Z[G] is free with basis

{[gi]}i∈I . Therefore
IndGH X

∼=
⊕
i∈I

[gi]⊗X,

and each [gi]⊗X is isomorphic to X as an abelian group. We can interpret elements of this
direct sum as finitely supported functions {gi}i∈I → X, i.e., if ϕ is such a function, then
the corresponding element in the direct sum is

∑
i[gi]⊗ ϕ(gi). From this point of view, one

can write down an explicit formula for the G-action on IndGH X as follows: Let g ∈ G. For
each i ∈ I, there exists s(i) ∈ I and hi ∈ H such that ggi = gs(i)hi. Clearly s : I → I is a
bijection. We have

g(
∑
i

[gi]⊗ ϕ(gi)) =
∑
i

[ggi]⊗ ϕ(gi) =
∑
i

[gs(i)]⊗ hiϕ(gi).

Hence the new function g · ϕ : {gi} → X sends gi to hs−1(i)ϕ(gs−1(i)).
Similarly, we can fix coset representatives for H\G, so that G =

⊔
i∈I Hgi. Then

coIndGH X is the space of (all) functions {gi} → X, and one can also write down explic-
itly the G-action on it.

Clearly IndGH and coIndGH are additive functors from the category of H-modules to the
category of G-modules. The concrete descriptions above immediately imply the following:

Lemma 1.3.1. The functors IndGH and coIndGH are exact, i.e., they send exact sequences of
H-modules to exact sequences of G-modules.

Exercise 1.3.2. IfH is of finite index inG, then the functors IndGH and coIndGH are naturally
isomorphic. (Hint: Use g 7→ g−1 to relate G/H and H\G.)

LetX be a G-module. WriteX0 forX viewed as anH-module. Then we have an injective
G-homomorphism

X −→ coIndGH(X0), x 7−→ (
∑
i

ai[gi] 7→
∑
i

aigi(x)).

(It is injective because the image of x sends [1] ∈ Z[G] to x.) Also we have a surjective
G-homomorphism

IndGH(X0) −→ X, (
∑
i

ai[gi])⊗ x 7−→
∑
i

aigi(x).

Exercise 1.3.3. Check the following two versions of Frobenius reciprocity: Let H be a
subgroup of G. For any G-module X and H-module A, we have a natural isomorphism

HomZ[H](X0, A)
∼−→ HomZ[G](X, coInd

G
H A)
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sending f : X0 → A to the composite map

X → coIndGH X0
coIndG

H(f)−−−−−−→ coIndGH A.

Also we have an isomorphism

HomZ[H](A,X0)
∼−→ HomZ[G](Ind

G
H A,X)

sending f : A→ X0 to the composite map

IndGH A
IndG

H(f)−−−−−→ IndGH X0 → X.

Let ResGH be the functor from G-modules to H-modules sending a G-module to itself

viewed as an H-module. Then the above exercise shows that ResGH has left adjoint IndGH
and right adjoint coIndGH .

Recall that in an abelian category A, an object I is called injective (resp. projective)
if the functor HomA(·, I) (resp. HomA(I, ·)) from A to the category of abelian groups is
exact. The category is said to have enough injectives, if for every object A there exists a
monomorphism A→ I where I is injective. The category is said to have enough projectives,
if for every object A there exists an epimorphism P → A where P is projective.

If A has enough injectives, then every object A admits an injective resolution, namely an
exact complex

0→ A→ I0 → I1 → · · ·
where each Ii is injective. (To construct it, first find a monomorphism A → I0. Then by
induction, if we already have A → I0 → · · · → In, find a monomorphism Cok(In−1 →
In) ↪→ In+1 with In+1 injective.) Similarly, if A has enough projectives, then every object
A admits a projective resolution

· · · → P1 → P0 → A→ 0

where each Pi is projective.

Exercise 1.3.4. In the category of abelian groups, an abelian group A is injective if and
only if it is divisible, namely for every a ∈ A and n ∈ Z>0, there exists b ∈ A such that
a = nb. Every free abelian group is projective. Then show that the category of abelian
groups has enough projectives and enough injectives. (Hint: for the latter, show that for
every abelian group A there is an injection A→

∏
χ∈Hom(A,Q/Z) Q/Z.)

Lemma 1.3.5. If A is an injective abelian group, then coIndG1 A is an injective G-module.

If A is a projective abelian group, then IndG1 A is a projective G-module.

Proof. This follows easily from Frobenius reciprocity. □

Corollary 1.3.6. The category of G-modules has enough injectives and enough projectives.

Proof. Let X be a G-module, and X0 the underlying abelian group of X. The category of
abelian groups have enough injective objects, so we can find an injective homomorphism
X0 → I0 where I0 is an injective abelian group. Since coIndG1 is exact, we have injective

G-homomorphisms X → coIndG1 X0 → coIndG1 I0. By Lemma 1.3.5, coIndG1 I0 is an injective
G-module.

The proof of enough projective objects is similar, using that the category of abelian
groups has enough projectives and using the surjection IndG1 X0 → X. □
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By the above corollary, for any left exact additive functor F from G-modules to an
abelian category, we have the right derived functors RiF , i ≥ 0. Similarly, for any right
exact additive functor G from G-modules to an abelian category, we have the left derived
functors LiG, i ≥ 0.

1.4. Recall of derived functors. (See [Wei94, §2] for details.)

Definition 1.4.1. Let A,B be abelian categories.

(1) A cohomological δ-functor is a collection (F i, δ), where F i : A → B are additive
functors for i ≥ 0, and δ is the datum of a morphism F i(Z)→ F i+1(X) for each i
and each short exact sequence 0→ X → Y → Z → 0 in A. These should satisfy:
(a) For every short exact sequence 0 → X → Y → Z → 0 in A, we have a long

exact sequence

0→ F0(X)→ F0(Y )→ F0(Z)
δ−→ F1(X)→ F1(Y )→ F1(Z)

δ−→ F2(X)→ · · ·

(b) If we have a commutative diagram with exact rows in A:

0 // X //

��

Y //

��

Z //

��

0

0 // X ′ // Y ′ // Z ′ // 0

then for each i ≥ 0 the following diagram commutes:

F i(Z)

��

δ // F i+1(X)

��
F i(Z ′)

δ // F i+1(X ′)

(2) A homological δ-functor is a collection (Fi, δ), where Fi : A → B are additive
functors for i ≥ 0, and δ is the datum of a morphism Fi+1(Z) → Fi(X) for each i
and each short exact sequence 0→ X → Y → Z → 0 in A. These should satisfy:
(a) For every short exact sequence 0 → X → Y → Z → 0 in A, we have a long

exact sequence

· · · → F2(Z)
δ−→ F1(X)→ F1(Y )→ F1(Z)

δ−→ F0(X)→ F0(Y )→ F0(Z)→ 0.

(b) The analogue of (1)(b).

There is an obvious notion of morphisms between δ-functors. For instance, a morphism
between cohomological δ-functors (F i, δ) → (F ′,i, δ′) is a collection of natural transforma-
tions F i → F ′,i which are compatible with δ in the obvious sense.

We now discuss right derived functors. Fix F : A → B a left exact additive functor
between abelian categories.1 Assume that A has enough injectives.

Theorem 1.4.2. There is a unique (up to isomorphism) cohomological δ-functor (RiF , δ),
called the right derived functors of F , satisfying the following conditions:

(1) R0F ∼= F .

1An additive functor F : A → B between abelian categories is called left (resp. right) exact, if for
any short exact sequence 0 → X → Y → Z → 0 in A, the sequence 0 → F(X) → F(Y ) → F(Z)

(resp. F(X) → F(Y ) → F(Z) → 0) is exact.
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(2) If (Gi, δ′) is another cohomological δ-functor, then every natural transformation
R0F → G0 extends uniquely to a morphism of δ-functors (RiF , δ)→ (Gi, δ′)

Fact 1.4.3. One can compute RiF using injective resolution. For X ∈ A, we find an
injective resolution 0 → X → I0 → I1 → · · · . Then RiF(X) ∈ B is the i-th cohomology
object of the complex F(I0) → F(I1) → · · · in B. (We shall write the resolution as 0 →
X → I•, and write the above complex as F(I•).) In particular, if X is injective, then
RiF(X) = 0 for all i ≥ 1.

Definition 1.4.4. A cohomological δ-functor (F i, δ) is called effaceable, if for every X ∈ A
there exists a monomorphism X → X ′ such that F i(X ′) = 0 for all i ≥ 1.

By our assumption that A has enough injectives and by the fact that RiF(X) = 0 for
X injective, we know that the family of right derived functors RiF of F is effaceable. We
have the following criterion for recognizing derived functors.

Fact 1.4.5. The family of right derived functors of F is the unique (up to isomorphism)
effaceable cohomological δ-functor whose 0-th member is F . More precisely, if (Gi, δ′) is

an effaceable δ-functor, then any isomorphism R0F ∼−→ G0 extends to an isomorphism of
δ-functors (RiF , δ) ∼−→ (Gi, δ′).

We now discuss left derived functors, which is completely analogous. Fix F : A → B
a right exact additive functor between abelian categories. Assume that A has enough
projectives.

Theorem 1.4.6. There is a unique (up to isomorphism) homological δ-functor (LiF , δ),
called the left derived functors of F , satisfying the following conditions:

(1) L0F ∼= F .
(2) If (Gi, δ′) is another homological δ-functor, then every natural transformation G0 →

L0F extends uniquely to a morphism of δ-functors (Gi, δ′)→ (LiF , δ).

Fact 1.4.7. One can compute LiF using projective resolution. For X ∈ A, we find an
projective resolution · · · → P1 → P0 → X → 0. Then LiF(X) ∈ B is the i-th cohomology
object of the complex · · · → F(P1) → F(P0) in B. In particular, if X is projective, then
LiF(X) = 0 for all i ≥ 1.

Definition 1.4.8. A homological δ-functor (Fi, δ) is called effaceable, if for every X ∈ A
there exists an epimorphism X ′ → X such that Fi(X ′) = 0 for all i ≥ 1.

Fact 1.4.9. The family of left derived functors of F is the unique (up to isomorphism)
effaceable homological δ-functor whose 0-th member is F .

Now suppose that F : A→ B is a right exact additive functor between abelian categories,
and that A has enough projectives. Then the left derived functors LiF (i ≥ 0) are defined.
These turn short exact sequences 0→ X → Y → Z → 0 to long exact sequences of the form

· · · → L2F(Z)→ L1F(X)→ L1F(Y )→ L1F(Z)→ L0F(X)→ L0F(Y )→ L0F(Z)→ 0,

and are similarly characterized by L0F = F and a universal property as before. For each
X in A, take a projective resolution

· · · → P1 → P0 → X → 0.

Then LiF(X) is the i-th homology of the complex F(P•).
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1.5. Definition of group (co)homology. Given any G-module X, we define the G-
invariants

XG = {x ∈ X | gx = x, ∀g ∈ G}
and the G-coinvariants

XG = X/⟨gx− x | g ∈ G, x ∈ X⟩.
Then X 7→ XG and X 7→ XG are functors from G-modules to abelian groups. Note that
they are left exact and right exact respectively.

Definition 1.5.1. For i ≥ 0, we define Hi(G, ·) to be the i-th right derived functor of the
left exact functor X 7→ XG from G-modules to abelian groups. We define Hi(G, ·) to be
the i-th left derived functor of the right exact functor X 7→ XG from G-modules to abelian
groups.

Example 1.5.2. By definition we have H0(G,X) = XG and H0(G,X) = XG.

Example 1.5.3. Let G be the trivial group. Then Hi(G,X) = Hi(G,X) = 0 for i > 0.

Exercise 1.5.4. Let (Mj)j∈J be a family ofG-modules. ThenHi(G,
∏
jMj) ∼=

∏
jH

i(G,Mj).

1.6. Alternative definition using free resolution of Z. Note that the functor X 7→
XG from G-modules to abelian groups can be alternatively regarded as the functor X 7→
HomZ[G](Z, X), where Z is equipped with the trivial G-action.

Fact 1.6.1. Let A be an abelian category with enough injectives. Fix A ∈ A, and let
Exti(A, ·) be the right derived functors of the functor Hom(A, ·) : A → {abelian groups}.
Suppose A has a projective resolution P• → A → 0. Then Exti(A,X) can be computed as
the i-th cohomology of Hom(P•, X).

Thus Hi(G,X) = ExtiZ[G](Z, X). If we take a projective resolution

· · · → P1 → P0 → Z→ 0

of Z in the category of G-modules (which exists), then ExtiZ[G](Z, X) can be computed as
the i-th cohomology of

HomZ[G](P0, X)→ HomZ[G](P1, X)→ · · · .

This gives an alternative, and in fact more practical, way of computing Hi(G,X). Note
that we can fix the resolution P• once and for all, independently of X.

We will soon exhibit a free resolution P• → Z→ 0, i.e., each Pi is a direct sum of copies
of Z[G]. Note that any free Z[G]-module is projective. With such a resolution we can also
compute Hi(G, ·). We view the left G-module Pi also as a right G-module by defining p · g
to be g−1 · p, for p ∈ Pi, g ∈ G. Then P• → Z → 0 is also a free resolution in the category
of right Z[G]-modules.

Lemma 1.6.2. Each Hi(G,X) is the i-th homology of

· · · → P1 ⊗Z[G] X → P0 ⊗Z[G] X.

Proof. Let Gi be the functor sending X to the i-th homology of the complex as in the
lemma. We first show that the (Gi) can be naturally enhanced to a homological δ-functor.
In other words, we need to show that for any short exact sequence 0 → X → Y → Z → 0
of G-modules we have functorially a long exact sequence

· · · → G1(Z)→ G0(X)→ G0(Y )→ G0(Z)→ 0.(1.1)
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For this, observe that 0→ Pi⊗Z[G]X → Pi⊗Z[G] Y → Pi⊗Z[G]Z → 0 is exact for all i, since
Pi ⊗Z[G] R is just a direct sum of copies of R for any G-module R. Then we would obtain a
short exact sequence of complexes 0 → P• ⊗Z[G] X → P• ⊗Z[G] Y → P• ⊗Z[G] Z → 0, from
which we obtain a long exact sequence of the homology groups of the complexes, i.e. a long
exact sequence (1.1).

We have G0(X) ∼= (P0/P1) ⊗Z[G] X ∼= Z ⊗Z[G] X ∼= H0(G,X). Thus by Fact 1.4.9, it
suffices to check that for every G-module X there is an epimorphism X ′ → X such that
Gi(X ′) = 0 for all i > 0. We take X ′ = IndG1 X = Z[G] ⊗Z X. We need to show that the
complex

· · · → P1 ⊗Z[G] X
′ → P0 ⊗Z[G] X

′

is exact. But each term is Pi ⊗Z X. The Pi’s are free abelian groups, so the homology of
the above complex computes Tori(Z, X), where Tori(·, X) are the left derived functors of
(·)⊗ZX from abelian groups to abelian groups. But Z is projective as an abelian group, so
Tori(Z, X) = 0 for i ≥ 1. □

Remark 1.6.3. The proof of Fact 1.6.1 is similar and easier. The functors sending X to the
cohomology groups of Hom(P•, X) form a cohomological δ-functor. The zero-th cohomology
is ker(Hom(P0, X) → Hom(P1, X)) ∼= Hom(P0/P1, X) ∼= Hom(A,X). To show that this δ-
functor is effaceable, for every X ∈ A we take a monomorphism X → X ′ with X ′ injective,
and we only need to show that Hom(P•, X

′) is exact. But this follows directly from the
injectivity of X ′ (so Hom(·, X ′) turns arbitrary, not just short, exact sequences into exact
sequences).

Proposition 1.6.4 (Shapiro’s Lemma). Let H be a subgroup of G. For each H-module X,
there are natural isomorphisms

Hi(G, coIndGH X) ∼= Hi(H,X)

and

Hi(G, Ind
G
H X) ∼= Hi(H,X)

for i ≥ 0.

Proof. Fix a free resolution P• → Z→ 0 in the category ofG-modules. ThenHi(G, coIndGH X)

is the i-th cohomology of HomZ[G](P•, coInd
GX), which is the same as HomZ[H](P•, X) by

Frobenius reciprocity. Note that P• → Z → 0 is also a free resolution in the category of
Z[H]-modules. (Everything free over Z[G] is also free over Z[H].) Hence the cohomology of
HomZ[H](P•, X) is Hi(H,X).

The statement about homology is proved similarly. □

Definition 1.6.5. A G-module is called induced (resp. coinduced), if it is of the form

IndG1 A (resp. coIndG1 A) for an abelian group A. A G-module is called relatively injective
(resp. relatively projective), if it is a direct summand of a coinduced (resp. induced) G-
module.

Corollary 1.6.6. Let X be a relatively injective G-module. Then Hi(G,X) = 0 for i ≥ 1.
Let Y be a relatively projective G-module, then Hi(G, Y ) = 0 for i ≥ 1.

Proof. This follows from Shapiro’s Lemma and Example 1.5.3. □



10 YIHANG ZHU

1.7. The standard free resolution of Z. We now describe an explicit choice of a free
resolution P• → Z → 0 in the category of G-modules. Let Pi = Z[Gi+1], with G-action
given by

g · [g0, g1, . . . , gi] = [gg0, . . . , ggi], ∀g ∈ G, (g0, . . . , gi) ∈ Gi+1.

Note that Pi is indeed a free Z[G]-module, with a Z[G]-basis

{[1, g1, . . . , gi] | g1, . . . , gi ∈ G}.
Define the differential di : Pi → Pi−1 by

di[g0, . . . , gi] :=
∑

0≤j≤i

(−1)j [g0, . . . , ĝj , . . . , gi], ∀(g0, . . . , gi) ∈ Gi+1.

Here hat means ommision. Define ϵ : P0 → Z by ϵ[g0] = 1,∀g0 ∈ G. (This is called the
augmentation map.)

Proposition 1.7.1. The following is an exact complex in the category of G-modules:

· · · → P2
d2−→ P1

d1−→ P0
ϵ−→ Z→ 0.

In particular, it is a free resolution of Z. We call it the standard free resolution.

Proof. It is routine to check that this is a complex (i.e., the composition of any two con-
secutive maps is zero). The exactness at P0 is also easy. We check exactness at Pi for
i ≥ 1. For every q ≥ 0 define hq : Pq → Pq+1 by [g0, . . . , gq] 7→ [1, g0, . . . , gq]. Then for
x = [g0, . . . , gi] ∈ Pi,

(di+1 ◦ hi)x = x+

i+1∑
j=1

(−1)j [1, g0, . . . , ĝj−1, . . . , gi] = x− (hi−1 ◦ di)x.

Thus by linearity we have

(di+1 ◦ hi)x = x− (hi−1 ◦ di)x
for all x ∈ Pi. If x lies in the kernel of di, then the above shows that x = di+1(hi(x)). □

Remark 1.7.2. The same proof shows that for any finite set S, we have an analogous exact
complex of abelian groups P• → Z → 0 where Pi = Z[Si+1]. This complex is nothing but
the augmented ordered chain complex (see below) of the |S| − 1 dimensional simplex ∆S

with vertex set S. Thus the homology of this complex computes the reduced homology of
∆S , and this is indeed zero since ∆S is contractible.

1.8. Digression into algebraic topology. (See [Bro94, §§I.4, II.4, III.1] for details.) Let
G be a group. As Remark 1.7.2 suggests, there is a close relation between free resolutions
of Z in the category of G-modules and algebraic topology. We consider the following two
settings:

CW setting. Let X be a CW complex with a G-action such that G freely permutes
the cells. Let P• → Z→ 0 be the usual augmented cellular chain complex for X, where Pi
is the free abelian group generated by the i-dimensional cells. Since G freely permutes the
i-dimensional cells, Pi is a free Z[G]-module. Moreover, P• → Z → 0 is a complex in the
category of G-modules. The homology of this complex computes the reduced homology of
X. Hence we obtain a free resolution of Z if X is contractible.

Simplicial setting. Let X be a simplicial complex with a G-action such that G freely
permutes the vertices. Let P• → Z → 0 be the augmented ordered chain complex, where
Pi is the free abelian group generated by ordered (i+ 1)-tuples of vertices, and d : Pi+1 →
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Pi, [v0, . . . , vi+1] 7→
∑
j(−1)j [v0, . . . , v̂j , . . . , vi+1]. Since G freely permutes the vertices, Pi

is a free Z[G]-module. Moreover, P• → Z → 0 is a complex in the category of G-modules.
The homology of this complex computes the reduced homology of X. Hence we obtain a
free resolution of Z if X is contractible.

How do we construct such a contractible X systematically? Let Y be either a connected
CW complex or a connected simplicial complex such that π1(Y, y) = G for some base
point y ∈ Y . Assume the universal cover X of Y is contractible. A space Y satisfying these
conditions is called K(G, 1) or an Eilenberg–MacLane space. For such Y , the universal cover
X with the natural G-action satisfies our conditions before, in either of the two settings.
Thus we obtain a free resolution of Z in the category of G-modules.

From this discussion we also obtain a topological interpretation ofHi(G,Z) andHi(G,Z).
Recall that Hi(G,Z) is the i-th homology of the complex (P• ⊗Z[G] Z) = (P•)G. If P• is
constructed from the universal cover X → Y as above, then it is easy to see that the complex
(P•)G is nothing but the cellular chain complex (resp. ordered chain complex) for Y in the
CW setting (resp. simplicial setting). Therefore

Hi(G,Z) ∼= Hi(Y,Z).

Similarly,

Hi(G,Z) ∼= Hi(Y,Z).

1.9. Computing cohomology. Let X is a G-module. Recall that Hi(G,X) is the i-
th cohomology of HomZ[G](P•, X). Now HomZ[G](Pi, X) is identified with abelian group

C̃i(G,X) consisting of functions f : Gi+1 → X satisfying the homogeneous condition

f(gg0, . . . , ggi) = g · f(g0, . . . , gi).

Such functions are called homogeneous i-cochains. The differential d̃ : C̃i(G,X)→ C̃i+1(G,X)
induced by d : Pi+1 → Pi is given by

(d̃f)(g0, . . . gi+1) =

i∑
j=0

(−1)jf(g0, . . . , ĝj , . . . , gi)

We would like to dehomogenize C̃i(G,X). Let Ci(G,X) be the abelian group of all maps
Gi → X. We have an isomorphism

C̃i(G,X)
∼−→ Ci(G,X), f 7→

(
(g1, . . . , gi) 7→ f(1, g1, g1g2, . . . , g1 · · · gi)

)
.

The induced differential d : Ci(G,X)→ Ci+1(G,X) is given by

(df)(g1, . . . , gi+1) = g1f(g2, . . . , gi+1)+

i∑
j=1

(−1)jf(g1, . . . , gjgj+1, . . . , gi+1)+(−1)i+1f(g1, . . . , gi).

The kernel and image of d : Ci(G,X)→ Ci+1(G,X) are denoted by Zi(G,X) andBi+1(G,X),
and their elements are called i-cocycles and i + 1-coboundaries (for i ≥ 0). We have
H0(G,X) = Z0(G,X) and

Hi(G,X) = Zi(G,X)/Bi(G,X), i ≥ 1.

Example 1.9.1. The differential d0 : C0(G,X) = X → C1(G,X) sends x ∈ X to the
function G→ X, g 7→ gx− x. Its kernel is indeed H0(G,X) = XG.
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Example 1.9.2. The differential d1 : C1(G,X)→ C2(G,X) sends f to the function

G2 → X, (g1, g2) 7→ g1 · f(g2)− f(g1g2) + f(g1).

Its kernel Z1(G,X) consists of functions f : G→ X satisfying

f(g1g2) = f(g1) + g1 · f(g2),
called crossed homomorphisms. Thus H1(G,X) is the quotient of the group of crossed
homomorphisms by the group of functions of the form g 7→ gx − x for some x ∈ X (which
are called principal crossed homomorphisms). Note that if G acts trivially on X, then
H1(G,X) = Hom(G,X).

Example 1.9.3. Let G be a group and X be an abelian group. By an extension of G
by X, we mean a triple (E, i, p), where E is a group, i : X → E is an injective group
homomorphism, p : E → G is a surjective homomorphism, such that ker p = im i. Given such
an extension, we choose a set-theoretic section s : G→ E of the map p : E → G. For each
g ∈ G, let g act on X by x 7→ s(g)xs(g)−1. This defines a G-module structure on X, which is
independent of the choice of s. Consider the function f : G2 → E, (g, h) 7→ s(g)s(h)s(gh)−1.
Since p(f(g, h)) = gh(gh)−1 = 1, we know that f is a function G2 → X. Moreover, one
directly checks that f ∈ Z2(G,X), and its image in H2(G,X) is independent of the choice
of s. Note that the group structure on E is uniquely determined by the G-module X and
f . Indeed, every element of E can be written as xs(g) for unique x ∈ X and g ∈ G. The
multiplication is expressed as

x1s(g1)x2s(g2) = x1s(g1)x2s(g1)
−1s(g1)s(g2) =

(
x1(g1 · x2)f(g1, g2)

)
s(g1g2).

The expression on the right is again of the form xs(g).
We define an isomorphism between two extensions (E, i, p) and (E′, i′, p′) to be a group

isomorphism ϕ : E
∼−→ E′ such that ϕ ◦ i = i′ and p′ ◦ ϕ = p. Then for any given G-module

structure on X, the set H2(G,X) classifies the isomorphism classes of extensions of G by
X such that the induced G-module structure on X is the given one.

Suppose that X → Y is a map of G-modules. Then since Hi(G, ·) is a functor we have
a homomorphism Hi(G,X) → Hi(G, Y ). This can be described in terms of cochains as
follows. We have an obvious map Ci(G,X) → Ci(G, Y ) for each i, induced by the map
X → Y . These maps commute with the differentials, and hence induce maps Hi(G,X) →
Hi(G, Y ). These agree with the functorial maps.

Given a short exact sequence 0 → X → Y → Z → 0 of G-modules, the connecting
map δ : Hi(G,Z) → Hi+1(G,X) can be described in terms of cochains as follows. Given
α ∈ Hi(G,Z), first find an i-cocycle f : Gi → Z representing α. Since Y → Z is surjective,

we can lift f to an i-cochain f̃ : Gi → Y . Now df̃ may no longer be 0, but we at least have
df̃ ∈ Ci(G,X) since for any g ∈ Gi the image of (df̃)(g) ∈ Y in Z is (df)(g) = 0. Since

d(df̃) = 0, we have df̃ ∈ Zi(G,X). The class in Hi(G,X) represented by df̃ is δ(α).
Similarly, we can use the free resolution P• → Z → 0 to compute Hi(G,X) and obtain

the following explicit description. For i ≥ 0 let Ci(G,X) be the group of finitely supported
functions Gi → X. For i ≥ 1 define the differential d : Ci(G,X)→ Ci−1(G,X) by

(df)(g1, . . . , gi−1) =
∑
g∈G

g−1f(g, g1, . . . , gi−1)+

+

i−1∑
j=1

(−1)j
∑
g∈G

f(g1, . . . , gj−1, gjg, g
−1, gj+1, . . . , gi−1) + (−1)i

∑
g

f(g1, . . . , gi−1, g).
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Then Hi(G,X) is the i-th homology of the complex C•(G,X).

1.10. Computing H1(G,Z). Let Z be the Z[G]-module with trivial G-action. We compute
H1(G,Z). Consider the augmentation map

π : Z[G] −→ Z,
∑
g

ag[g] 7−→
∑
g

ag.

(This is the same as the map ϵ : P0 → Z before.) Let IG be the kernel of π. Note that IG
is a free Z-module with basis {[1]− [g] | g ∈ G− {1}}. For any G-module X, we have

XG
∼= X/IGX.

From the short exact sequence 0→ IG → Z[G]→ Z→ 0, we obtain the long exact sequence

H1(G,Z[G])→ H1(G,Z)→ H0(G, IG)→ H0(G,Z[G]).

The first term is zero since Z[G] is induced (Corollary 1.6.6), and the last map is zero since
it is the map IG/I

2
G → Z[G]/IG induced by the inclusion IG → Z[G]. Thus we have a

canonical isomorphism

H1(G,Z) ∼= IG/I
2
G.

Now it is elementary to check that

G −→ IG/I
2
G, g 7→ 1− [g]

induces an isomorphism Gab ∼−→ IG/I
2
G. (Here Gab is the abelianization of G as an abstract

group.) Thus we have a canonical isomorphsm between H1(G,Z) and Gab.

1.11. Change of group. Suppose we have homomorphism of groups α : G′ → G. For any
G-module X, we obtain a G′-module α∗X whose underlying abelian group is X and the
G′-action is given by g′x := α(g′)x. Clearly X 7→ α∗X defines an exact functor from the
category of G-modules to the category of G′-modules. Thus the family (Hi(G′, α∗(·)))i≥0 is
a (cohomological) δ-functor from G-modules to abelian groups. For i = 0, we have a natural
transformation

H0(G, ·) −→ H0(G′, α∗(·))
since for any G-module X, XG is just a subgroup of (α∗(X))G

′
= Xα(G′) and we have the

inclusion map XG ↪→ (α∗X)G
′
. Thus by the universal property of derived functors this

natural transformation extends uniquely to a morphism of δ-functors

Resα :
(
Hi(G, ·)

)
i
−→

(
Hi(G′, α∗(·))

)
i
.

We call it restriction along α.
This construction can also be explicitly described as follows. For each i and each G-

module X, pull-back via α defines a homomorphism

Ci(G,X) −→ Ci(G′, α∗X), f 7−→
(
(g′1, . . . , g

′
i) 7→ f(α(g′1), . . . , α(g

′
i))
)
.

These homomorphisms commute with the differentials Ci(G,X)→ Ci+1(G,X) and Ci(G′, α∗X)→
Ci+1(G′, α∗X), i.e., we have a morphism of complexes C•(G,X) → C•(G′, α∗X). So we
get induced homomorphisms

Hi(G,X) −→ Hi(G′, α∗X).

These homomorphisms agree Resα defined above.
The following two special cases are particularly important.
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(1) Subgroup. Let α : H ↪→ G be the inclusion of a subgroup. In this case the
homomorphism Hi(G,X)→ Hi(H,X) is called restriction, denoted by Res. At the cochain
level, the map Ci(G,X)→ Ci(H,X) is just restriction of a function f : Gi → X to Hi.

(2) Quotient group. Let N be a normal subgroup of G, and let α : G → G/N be
the quotient map. Then for every G/N -module X we have Hi(G/N,X) → Hi(G,X).
Now for every G-module Y , note that Y N is stable under the G-action since N is normal,
and moreover the G-action factors through G/N . Thus Y N is naturally a G/N -module.
Consider the composite map

Hi(G/N, Y N )→ Hi(G, Y N )→ Hi(G, Y ),

where the second map is induced by the G-module map Y N ↪→ Y . This composite map is
called inflation, denoted by Inf. At the cochain level, inflation sends f : (G/N)i → Y N to
the composite map Gi → (G/N)i → Y N → Y .

For homology, there is a similar construction. Again let α : G′ → G be a homomorphism.
Then we have a natural transformation

H0(G
′, α∗(·)) −→ H0(G, ·)

(between functors from G-modules to abelian groups) since for every G-module X, XG is a
quotient group of (α∗X)G′ = Xα(G′). Again by the universal property of derived functors
we obtain a unique extension to a morphism of δ-functors

Corα :
(
Hi(G

′, α∗(·))
)
i
−→

(
Hi(G, ·)

)
i
.

We call it corestriction along α.

1.12. The inflation-restriction sequence. Let X be a G-module, and let N be a normal
subgroup of G.

Proposition 1.12.1. The sequence

0→ H1(G/N,XN )
Inf−−→ H1(G,X)

Res−−→ H1(N,X)

is exact.

Proof. We first show the injectivity of Inf. Let f ∈ Z1(G/N,XN ). If Inf([f ]) = 0, then
there exists x ∈ X such that f(ḡ) = x − gx for all g ∈ G. (Here ḡ denotes the image of g
in G/N .) But this equation already implies that x ∈ XN since the left hand side depends
only on ḡ. Thus f is a coboundary in Z1(G/N,XN ).

We now show Res ◦ Inf = 0. Let f ∈ Z1(G/N,XN ). Then Res ◦ Inf([f ]) is represented
by the cocycle f ′ : N → X,n 7→ f(n̄). But f(n̄) = f(1) = 0 since f(1 · 1) = f(1) + 1 · f(1).
Hence Res ◦ Inf([f ]) = 0.

Finally, we show that ker(Res) ⊂ im(Inf). Let f ∈ Z1(G,X) represent a class in ker(Res).
Then there exists x ∈ X such that f(n) = nx − x for all n ∈ N . Let f ′ : G → X, g 7→
f(g) − gx + x. Then f ′ ∈ Z1(G,X) and its class in H1(G,X) is the same as that of
f . It suffices to show that f ′ factors through G/N and lands in XN , as then f ′ can
be viewed as a cocycle in Z1(G/N,XN ) and its image under Inf is the original [f ]. For
this, note that f ′(n) = 0 for all n ∈ N . Hence f ′(gn) = f ′(g) + gf ′(n) = f ′(g) for all
g ∈ G,n ∈ N . This shows that f ′ factors through G/N . For all n ∈ N and g ∈ G, we have
f ′(ng) = f ′(n) + nf ′(g) = nf ′(g), and also f ′(ng) = f ′(g) as we have already shown. This
shows that f ′(g) is fixed by N , i.e., f ′ lands in XN . □

We have the following generalization.
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Proposition 1.12.2. Let q be a positive integer. Suppose that Hi(N,X) = 0 for 1 ≤ i ≤
q − 1. (If q = 1, there is no hypothesis.) Then the sequence

0→ Hq(G/N,XN )
Inf−−→ Hq(G,X)

Res−−→ Hq(N,X)

is exact.

For the proof we need the following two lemmas.

Lemma 1.12.3. Let Y be a G-module, and let H be a subgroup of G. If Y is coinduced,
then it is also coinduced when viewed as an H-module. Similarly for induced.

Proof. Since Z[G] is a free Z[H]-module, we have an H-isomorphism Z[G] ∼=
⊕

i∈I Z[H] for
some index set I, where H acts on the two sides via right multiplication. (Take I to be a

set of representatives of G/H.) If Y = coIndG1 A for some abelian group A, then

Y = HomZ(Z[G], A) ∼=
∏
i∈I

HomZ(Z[H], A) ∼= HomZ(Z[H],
∏
i∈I

A) = coIndH1 (
∏
i∈I

A),

where the isomorphisms are H-equivariant. Thus Y is coinduced as an H-module.
To prove the statement about induced, we have an H-isomorphism Z[G] ∼=

⊕
j∈J Z[H]

for some index set J , where H acts on the two sides via left multiplication. (Take J to be

a set of representatives of H\G.) If Y = IndG1 A, then

Y = Z[G]⊗Z A ∼=
⊕
i∈I

(
Z[H]⊗Z A

) ∼= Z[H]⊗Z (
⊕
i∈I

A) = IndH1 (
⊕
i∈I

A),

where the isomorphisms are H-equivariant. Thus Y is induced as an H-module. □

Lemma 1.12.4. Let Y be a coinduced G-module. Let N be a normal subgroup of G. Then
Y N is a coinduced G/N -module.

Proof. Suppose Y = coIndG1 A = HomZ(Z[G], A). Thus Y is identified with the group of all
set theoretic maps G → A, and the G-action is given by right multiplication on G. Then
Y N consists of right N -invariant set theoretic maps G → A, which are the same as maps

G/N → A. Hence Y N is isomorphic to coInd
G/N
1 A as a G/N -module. □

Proof of Proposition 1.12.2. We induct on q. For q = 1 this is Proposition 1.12.1. Assume
q ≥ 2. Recall that we have an injective G-homommorphism X ↪→ Y := coIndG1 X0, where
X0 is the underlying abelian group of X. Let Z = Cok(X → Y ). Since Y is coinduced,
we have Hi(G, Y ) = 0 for all i ≥ 1 (see Corollary 1.6.6). Thus by the long exact sequence
associated with 0 → X → Y → Z → 0 we know that the connecting morphism induces an
isomorphism

δ : Hi(G,Z)
∼−→ Hi+1(G,X)

for i ≥ 1.
Now since H1(N,X) = 0 by hypothesis (as q ≥ 2), the sequence

0→ XN → Y N → ZN → 0

is exact. By Lemma 1.12.4, Y N is a coinduced G/N -module. Thus again we have

δ : Hi(G/N,ZN )
∼−→ Hi+1(G/N,XN )

for i ≥ 1.
Now if we view the G-module Y as an N -module, then it is also coinduced by Lemma

1.12.3. Then from the short exact sequence 0→ X → Y → Z → 0 of N -modules we obtain

δ : Hi(N,Z)
∼−→ Hi+1(N,X)



16 YIHANG ZHU

for i ≥ 1.
We have a commutative diagram

0 // Hq−1(G/N,ZN )
Inf //

δ

��

Hq−1(G,Z)
Res //

δ

��

Hq−1(N,Z)

δ

��
0 // Hq(G/N,XN )

Inf // Hq(G,X)
Res // Hq(N,X).

We have already seen that the vertical maps are isomorphisms. To finish the proof, it suffices
to check that the first row is exact. Note that Z satisfies the condition that Hi(N,Z) = 0
for 1 ≤ i ≤ q − 2, since Hi(N,Z) ∼= Hi+1(N,X). Thus the first row of the above diagram
is exact by the induction hypothesis. □

1.13. Finite index subgroups. Let H ≤ G be a finite index subgroup. In the following
we define corestriction Hi(H,X) → Hi(G,X) and restriction Hi(G,X) → Hi(H,X) for
any G-module X.

For i = 0, we define corestriction Cor : H0(H,X) = XH → H0(G,X) = XG as x 7→∑
g∈G/H gx. The sum is finite and gx is well defined for g ∈ G/H since x is fixed by H.

Now note that (Hi(H, ·))i is a cohomological δ-functor from G-modules to abelian groups.
We claim that these are actually the right derived functors of H0(H, ·). (This does not
directly follow from the definition since we are considering functors from G-modules, not
H-modules, to abelian groups.) By Fact 1.4.5, it suffices to check that for any G-module
X, there is a monomorphism X → I such that Hi(H, I) = 0 for all i ≥ 1. We have a

monomorphism X → I = coIndG1 X. By Lemma 1.12.3, I is still coinduced as an H-module.
Therefore Hi(H, I) = 0 for all i ≥ 1 as desired.

By the claim and the universal property for derived functors, Cor : H0(H, ·)→ H0(G, ·)
extends uniquely to a morphism between δ-functors (from G-modules to abelian groups)

Cor :
(
Hi(H, ·)

)
i
−→

(
Hi(G, ·)

)
i
.

We follow a similar procedure to define restriction for homology. Let {gi} be a set of
representatives for H\G. Define Res : H0(G,X) → H0(H,X) as follows. Define f : X →
XH , x 7→

∑
i gix. Clearly f is independent of the choice of {gi} since hgix = hgix −

gix + gix = gix in XH , for any h ∈ H. Moreover, for any g ∈ G and x ∈ X we have
f(gx) =

∑
i gigx, and by we have already seen this is equal to f(x) since {gig}i is another

set of representatives of H\G. Thus f factors through XG. We define Res to the map
induced by f .

We now claim that the homological δ-functor (Hi(H, ·))i from G-modules to abelian
groups are actually the left derived functors of H0(H, ·). By Fact 1.4.9, it suffices to check
that for any G-module X, there is an epimorphism P → X such that Hi(H,P ) = 0 for all

i ≥ 1. We have an epimorphism P = IndG1 X → X. By Lemma 1.12.3, P is still induced as
an H-module. Therefore Hi(H, I) = 0 for all i ≥ 1 as desired.

By the claim and the universal property for left derived functors, Res : H0(G, ·) →
H0(H, ·) extends uniquely to a morphism between δ-functors (from G-modules to abelian
groups)

Res :
(
Hi(G, ·)

)
i
−→

(
Hi(H, ·)

)
i
.

Let G be a group, and let H be a finite index subgroup of G.

Proposition 1.13.1. Let X be a G-module. Then the compositions

Hi(G,X)
Res−−→ Hi(H,X)

Cor−−→ Hi(G,X)
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and

Hi(G,X)
Res−−→ Hi(H,X)

Cor−−→ Hi(G,X)

are both equal to multiplication by [G : H].

Proof. We only prove the statement about cohomology, as the other one is proved similarly.
When i = 0 this follows immediately from the definition of Res and Cor. For general i, we
prove the statement in two ways.

The first way uses dimension shifting as in the proof of Proposition 1.12.2. Thus we take
a short exact sequence 0 → X → Y → Z with Y coinduced (e.g. Y = coIndG1 X). Then

we have δ : Hi(G,Z)
∼−→ Hi+1(G,X) and δ : Hi(H,Z)

∼−→ Hi+1(G,X) as in that proof.
These isomorphisms commute with Res and Cor. Thus the statement for (X, i) follows from
the induction hypothesis for (Z, i− 1).

Alternatively, we observe that Cor ◦Res and multiplication by [G : H] are two morphisms
from the δ-functor (Hi(G, ·)) to itself. They agree on H0, so they must agree for all i by
the universal property (the uniqueness of extending a natural transformation defined on
H0). □

Corollary 1.13.2. If G is finite, then Hi(G,X) and Hi(G,X) are killed by |G| for i ≥ 1.

Proof. The composition Hi(G,X)
Res−−→ Hi({1}, X)

Cor−−→ Hi(G,X) is equal to |G|, and it is
zero since the middle group is zero. Similarly for homology. □

Corollary 1.13.3. If G is finite and X is a G-module which is finitely generated as an
abelian group, then Hi(G,X) and Hi(G,X) are finite abelian groups killed by |G| for i ≥ 1.

Proof. For all i, Ci(G,X) and Ci(G,X) are isomorphic to the direct sum of |G|i copies of X
as an abelian group, and in particular finitely generated. Therefore Hi(G,X) and Hi(G,X)
are finitely generated abelian groups. For i ≥ 1, they are killed by |G|, so they must be
finite. □

An important special case of restriction for homology is the homomorphism

Res : H1(G,Z) −→ H1(H,Z)

when H ≤ G is of finite index. Recall that the two sides are canonically identified with
Gab and Hab. The resulting homomorphism Gab → Hab is called transfer, and it can be
described by an explicit formula as follows.

Proposition 1.13.4. Fix a section θ : H\G → G of the projection G → H\G. For each
s ∈ G and t ∈ H\G, define xt,s ∈ H by

θ(t)s = xt,sθ(ts).

Then the transfer map Gab → Hab is induced by

G −→ H, s 7−→
∏

t∈H\G

xt,s.

Exercise 1.13.5. Prove Proposition 1.13.4.
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1.14. Tate cohomology. From now on, let G be a fintie group. For any G-module X, we
have the norm map

NG : X −→ X, x 7−→
∑
g∈G

g · x.

We write X[NG] for ker(NG : X → X). Recall that H0(G,X) = XG and H0(G,X) = XG =
X/IGX. It is easy to see that

NG(X) ⊂ XG, IGX ⊂ X[NG].

Define

Ĥ0(G,X) := XG/NG(X)

and

Ĥ−1(G,X) := X[NG]/IGX.

Thus Ĥ0(G,X) is a quotient group of H0(G,X), and Ĥ−1(G,X) is a subgroup of H0(G,X).
Also define

Ĥi(G,X) :=

{
Hi(G,X), i ≥ 1,

H−i−1(G,X), i ≤ −2.

The family Ĥi(G,X) for i ∈ Z are called the Tate cohomology groups.
Let 0 → X → Y → Z → 0 be a short exact sequence of G-modules. We shall construct

a long exact sequence

· · · → Ĥi(G,X)→ Ĥi(G, Y )→ Ĥi(G,Z)
δi−→ Ĥi+1(G,X)→ · · ·(1.2)

where i runs over all integers. For i ≥ 1, define δi to be the usual connecting homomorphism
for cohomology Hi(G,Z) → Hi+1(G,X). For i ≤ −3, define δi to be the usual connecting
homomorphism for homology H−i−1(G,Z)→ H−i−2(G,X).

For i = 0, we check that the usual connecting homomorphism δ : H0(G,Z)→ H1(G,X)

factors through the quotient H0(G,Z) → Ĥ0(G,Z), and then define δ0 to be the induced

map Ĥ0(G,Z) → H1(G,X) = Ĥ1(G,X). Indeed, the image of NG : Z → ZG lies in the
image of Y G → ZG since for any z ∈ Z, we can find a preimage y ∈ Y and then we have
NG(z) ∈ ZG is the image of NG(y) ∈ Y G. Thus the desired factoring of δ : H0(G,Z) →
H1(G,X) follows from the fact that the composition H0(G, Y ) → H0(G,Z) → H1(G,X)
is zero.

Similarly, for i = −2 one checks that the usual connecting homomorphism H1(G,Z) →
H0(G,X) has image in the subgroup Ĥ−1(G,X) ⊂ H0(G,X) (which we omit). We then

define δ−2 to be the induced map Ĥ−2(G,Z) = H1(G,Z)→ Ĥ−1(G,X).

To define δ−1 : Ĥ−1(G,Z)→ Ĥ0(G,X), we apply snake lemma to the following commu-
tative diagram with exact rows:

XG
//

f1
��

YG //

f2
��

ZG //

f3
��

0

0 // XG // Y G // ZG

where the vertical maps fi are induced by the norm maps NG : X → XG (which factors
through the quotient X → XG), NG : Y → Y G, and NG : Z → ZG. Then we obtain an
exact sequence

ker f1 → ker f2 → ker f3
δ−→ Cokf1 → Cokf2 → Cokf3.
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(Recall that δ is defined as follows: For any z ∈ ker f3, find a lift y ∈ YG. Then f2(y)
comes from a unique element x ∈ XG. Define δ(z) to be the image of x.) Note that

ker f1 = Ĥ−1(G,X),Cokf1 = Ĥ0(G,X), and similarly for X replaced by Y and Z. Thus
we obtain an exact sequence

Ĥ−1(G,X)→ Ĥ−1(G, Y )→ Ĥ−1(G,Z)
δ−→ Ĥ0(G,X)→ Ĥ0(G, Y )→ Ĥ0(G,Z).

We define δ−1 to be δ in the above.
It is clear from the definition that (1.2) is a long exact sequence. Moreover, this long

exact sequence depends functorially on the short exact sequence 0→ X → Y → Z → 0.
Recall that since G is finite, coinduced G-modules are the same as induced G-modules.

Thus relatively injective G-modules are the same as relatively projective G-modules, i.e.,
they are direct summands of (co)induced G-modules.

Lemma 1.14.1. Let X be a relatively injective G-module. Then Ĥi(G,X) = 0 for all i ∈ Z.

Proof. If i ̸= 0,−1, then this is just Corollary 1.6.6. For i = 0 or −1, we may assume that
X = IndG1 A. Then X

∼=
⊕

g∈GA, and G acts on X by permuting the coordinates. We have

XG = {(ag)g∈G | ag = ah,∀g, h ∈ G}.
Any element (ag)g∈G of it can be written as NG((a1, 0, · · · , 0)). Hence XG = NG(X). Also

X[NG] = {(ag)g∈G |
∑

ag = 0}.

Any element (ag)g∈G of it is equal to∑
g∈G−{1}

(−ag, 0, · · · , 0, ag, 0, · · · , 0),

where −ag appears at the coordinate corresponding to 1 ∈ G, and ag appears at the coordi-
nate corresponding to g ∈ G. Now each summand clearly lies in IGX, so X[NG] = IGX. □

Given any G-module X, we know that there is monomorphism of G-modules X → I
and an epimorphism of G-modules P → X, where I and P are induced G-modules. In

view of Lemma 1.14.1, the connecting homomorphisms are isomorphisms Ĥi−1(G, I/X)
∼−→

Ĥi(G,X) and Ĥi(G,X)
∼−→ Ĥi+1(G, ker(P → X)). Using this one can often make a

dimension shifting argument, reducing the study of Ĥi(G,X) to that of Ĥi−1(G, I/X) or

Ĥi+1(G, ker(P → X)). For instance, a statement about arbitrary i ∈ Z may be reduced to
the case i = 0.

We now discuss an alternative and equivalent way to define Tate cohomology. Since G

is finite, there is a free resolution P•
ϵ−→ Z → 0 in the category of G-modules such that

each Pi is a finite rank free abelian group. For instance, the standard free resolution in
Proposition 1.7.1 satisfies this property. For any finite rank free abelian group P , we write
P∨ for HomZ(P,Z). Then P∨ is also finite rank free and we have (P∨)∨ = P . If P is in
addition a free Z[G]-module, then P∨ is also a free Z[G]-module.

Consider the sequence

· · · → P2
d2−→ P1

d1−→ P0
ϵ−→ Z ∼= Z∨ ϵ∨−→ P∨

0

d∨1−−→ P∨
1

d∨2−−→ P∨
2 → · · ·

We set P−1 := P∨
0 , P−2 := P∨

1 , etc. Then we obtain a complex (P•)•∈Z, where the differential
P0 → P−1 is the composition ϵ∨◦ϵ. This is called a complete resolution of Z. (More precisely,
(P•)•∈Z together with the maps ϵ : P0 → Z and ϵ∨ : Z→ P−1 is called a complete resolution
of Z.)
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Fact 1.14.2. For any G-module X, Ĥi(G,X) is the i-th cohomology of the complex(
HomZ[G](P•, X)

)
•∈Z.

From this point of view it is easy to understand the long exact sequence attached to a
short exact sequence. Namely, for each i ∈ Z, the functor HomZ[G](Pi, ·) is exact. Hence
if 0 → X → Y → Z → 0 is a short exact sequence of G-modules, we obtain a short exact
sequence of complexes

0→
(
HomZ[G](P•, X)

)
•∈Z →

(
HomZ[G](P•, Y )

)
•∈Z →

(
HomZ[G](P•, Z)

)
•∈Z → 0

giving rise to a long exact sequence of the cohomology.

Proposition 1.14.3 (Shapiro’s Lemma for Tate cohomology). Let H be a subgroup of G.
For each H-module X, there are natural isomorphisms

Ĥi(G, IndGH X) ∼= Ĥi(H,X)

for all i ∈ Z.

Proof. The proof is similar to the proof of Proposition 1.6.4, using complete resolution to
compute Tate cohomology. □

1.15. Restriction and corestriction for Tate cohomology. Let G be a finite group,
and H ≤ G a subgroup. We have defined Res : Hi(G, ·) → Hi(H, ·) and Res : Hi(G, ·) →
Hi(H, ·) for all i ≥ 0. One checks that the composite map H0(G, ·) Res−−→ H0(H, ·) →
Ĥ0(H, ·) factors through a map Res : Ĥ0(G, ·) → Ĥ0(H, ·), and that Res : H0(G, ·) →
H0(H, ·) restrict to a map Res : Ĥ−1(G, ·)→ Ĥ−1(H, ·). Thus we have

Res : Ĥi(G, ·) −→ Ĥi(H, ·)
for all i ∈ Z. Moreover, we have the following characterization.

Proposition 1.15.1. We have a family of natural transformations Res : Ĥi(G, ·) →
Ĥi(H, ·), for all i ∈ Z, and this family is uniquely characterized by the following properties:

(1) For each G-module X, the map Res : Ĥ0(G,X)→ Ĥ0(H,X) is induced by the usual
corestriction map XG → XH .

(2) These natural transformations are compatible with the connecting homomorphisms.

Proof. The uniqueness follows from dimension shifting. To prove that Res indeed satisfies
condition (ii), we need to check that for a short exact sequence 0 → A → B → C → 0, we
have a commutative diagram

Ĥi(G,C)
δ //

Res
��

Ĥi+1(G,A)

Res
��

Ĥi(H,C)
δ // Ĥi+1(H,A)

Only the case i = −1 is essentially new. But in this case the compatibility can be checked
using the explicit description of δ. □

Similarly, we have corestriction

Cor : Ĥi(H, ·) −→ Ĥi(G, ·)
for all i ∈ Z. For i ̸= 0,−1, this is the usual corestriction for cohomology or homology. For

i = −1, one checks that Cor : H0(H, ·) → H0(G, ·) restricts to a map Cor : Ĥ−1(H, ·) →
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Ĥ−1(G, ·). For i = 0, one checks that the composite map H0(H, ·)
Cor−−→ H0(G, ·)→ Ĥ0(G, ·)

factors through a map Cor : Ĥ0(H, ·) → Ĥ0(G, ·). Similarly as before, corestriction is
characterized as follows.

Proposition 1.15.2. We have a family of natural transformations Cor : Ĥi(G, ·) →
Ĥi(H, ·), for all i ∈ Z, and this family is uniquely characterized by the following properties:

(1) For each G-module X, the map Cor : Ĥ0(H,X)→ Ĥ0(G,X) is induced by the norm
map NG/H : XH → XG.

(2) These natural transformations are compatible with the connecting homomorphisms.

Corollary 1.15.3. For each i ∈ Z, the composition

Ĥi(G, ·) Res−−→ Ĥi(H, ·) Cor−−→ Ĥi(G, ·)

is equal to multiplication by [G : H].

Proof. Check this for i = 0 explicitly, and prove the general case by dimension shifting. □

Exercise 1.15.4. For any abelian group A viewed as a G-module for the trivial group

G = {1}, we have Ĥi({1}, A) = 0 for all i ∈ Z.

Corollary 1.15.5. For each i ∈ Z, the abelian group Ĥi(G,X) is killed by |G|. It is finite
if X is finitely generated as an abelian group.

Proof. Take H to be trivial in Corollary 1.15.3, and use Exercise 1.15.4. □

1.16. Cup product. We continue letting G be a finite group. For G-modules A and B, we
define a G-module structure on A⊗B = A⊗Z B by g · (a⊗ b) = ga⊗ gb.

Proposition 1.16.1. There is a unique family of Z-bilinear pairings:

∪ : Ĥp(G,A)⊗ Ĥq(G,B) −→ Ĥp+q(G,A⊗B), p, q ∈ Z

satisfying the following conditions:

(1) Functoriality in A and B. For instance, functoriality in A means the following: For
any morphism f : A→ A′ of G-modules, we have a commutative diagram

Ĥp(G,A)⊗ Ĥq(G,B)
∪ //

Ĥp(G,·)(f)⊗id
��

Ĥp+q(G,A⊗B)

Ĥp+q(G,·)(f⊗id)
��

Ĥp(G,A′)⊗ Ĥq(G,B)
∪ // Ĥp+q(G,A′ ⊗B)

(2) For p = q = 0, this is induced by the natural map AG ⊗BG → (A⊗B)G by passing
to quotients.

(3) Suppose 0 → A → A′ → A′′ → 0 is a short exact sequence of G-modules, and B is
a G-module such that 0→ A⊗B → A′ ⊗B → A′′ ⊗B → 0 is still exact. Then for

each β ∈ Ĥq(G,B) the following diagram commutes:

Ĥp(G,A′′)

·∪β
��

δ // Ĥp+1(G,A)

·∪β
��

Ĥp+q(G,A′′ ⊗B)
δ // Ĥp+q+1(G,A⊗B)
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(4) Suppose 0 → B → B′ → B′′ → 0 and 0 → A ⊗ B → A ⊗ B′ → A ⊗ B′′ → 0 are

exact. Then for each α ∈ Ĥp(G,A) the following diagram commutes

Ĥq(G,B′′)

(−1)pα∪·
��

δ // Ĥq+1(G,B)

α∪·
��

Ĥp+q(G,A⊗B′′)
δ // Ĥp+q+1(G,A⊗B)

Proof. The uniqueness follows from dimension shifting. See [CF+67, §IV.7] or [Bro94, §VI.5]
for the proof of existence. □

Proposition 1.16.2. The cup product satisfies the following properties. Let A,B,C be

G-modules. Let a ∈ Ĥp(G,A), b ∈ Ĥq(G,B), c ∈ Ĥr(G,C).

(1) We have

(a ∪ b) ∪ c = a ∪ (b ∪ c)
under the identification (A⊗B)⊗ C ∼= A⊗ (B ⊗ C).

(2) We have a ∪ b = (−1)pqb ∪ a under the identification A⊗B ∼= B ⊗A.
(3) Let H ≤ G. Then Res(a ∪ b) = Res(a) ∪Res(b), and Cor(a′ ∪Res(b)) = Cor(a′) ∪ b

for all a′ ∈ Ĥp(H,A).

Proof. All the properties can be checked directly for the cup product between Ĥ0. The
general case is then proved by dimension shifting. For instance, let us check Cor(a′ ∪
Res(b)) = Cor(a′) ∪ b for a′ ∈ Ĥ0(H,A) and b ∈ Ĥ0(G,B). We lift a′ to an element
a′ ∈ AH , and lift b to an element b ∈ BG. Then Cor(a′ ∪ Res(b)) is represented by∑

g∈G/H

ga′ ⊗ gb =
∑

g∈G/H

ga′ ⊗ b = (
∑

g∈G/H

ga′)⊗ b.

But
∑
g/H ga

′ ∈ AG represents Cor(a′). The desired identify follows. □

1.17. Cohomology of a finite cyclic group. Let G be a finite cyclic group of order n.
The main result about cohomology of G is Theorem 1.17.2 below. Our approach follows
[CF+67, §IV.8]. See [Ser79, §VIII.4] for a different point of view.

By definition, we have Ĥ0(G,Z) = ZG/NG(Z) = Z/nZ.

Lemma 1.17.1. Let x ∈ Ĥ0(G,Z) = Z/n be a generator. Then x ∪ · defines an automor-

phism of Ĥi(G,A) for each i ∈ Z and each G-module A. (Here we identify Z ⊗ A with
A.)

Proof. By dimension shifting, we reduce to the case i = 0. (To give more details, suppose
i > 0. Find a short exact sequence 0 → A → P → A′ → 0 with P induced. Then the

connecting homomorphism Ĥi−1(G,A′)→ Ĥi(G,A) is an isomorphism. This isomorphism
is compatible with the endomorphisms on the two groups provided by x∪·. Thus we can lower
i and reduce to the case i = 0. If i < 0, we find a short exact sequence 0→ A′ → P → A→ 0
with P induced and argue similarly.)

When i = 0, the map in question is scalar multiplication by x ∈ Z/n on the Z/n-module

Ĥ0(G,A). Since x ∈ (Z/n)×, this map is an automorphism. □

Theorem 1.17.2. The group Ĥ2(G,Z) is cyclic of order n. Let x ∈ Ĥ2(G,Z) be a gener-

ator. Then x ∪ · defines an isomorphism Ĥi(G,A) → Ĥi+2(G,A) for each i ∈ Z and each
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G-module A. In particular, the isomorphism class of Ĥi(G,A) is periodic in i with period
2.

Proof. We have a short exact sequence

0→ IG → Z[G]→ Z→ 0,

where the last map is the augmentation map
∑
g ag[g] 7→

∑
g ag. Let s be a generator of G.

We then have a short exact sequence

0→ Z→ Z[G]→ IG → 0,

where the two maps are multiplication by
∑
g∈G[g] and by 1− [s] respectively. (To see that

the map Z[G]→ IG is surjective, use that 1− [sk] = (1− [s])(1 + [s] + · · ·+ [sk−1]).) From
these two short exact sequences, we obtain connecting homomorphisms

δ1 : Ĥ0(G,Z) ∼−→ Ĥ1(G, IG)

and

δ2 : Ĥ1(G, IG)
∼−→ Ĥ2(G,Z)

both of which are isomorphisms since Z[G] is induced. It follows that Ĥ2(G,Z) ∼= Ĥ0(G,Z)
is cyclic of order n.

Note that the two short exact sequences above remain exact after tensoring with A, since
the abelian groups IG and Z are free. Also, Z[G]⊗ A is an induced G-module. Indeed, we

have an isomorphism of G-modules IndG1 A0 = Z[G]⊗ A0
∼−→ Z[G]⊗ A, [g]⊗ a 7→ [g]⊗ ga,

where A0 is the underlying abelian group of A equipped with the trivial G-action. Hence
we obtain connecting homomorphisms

δ1,A : Ĥi(G,A)
∼−→ Ĥi+1(G, IG ⊗A)

and

δ2,A : Ĥi+1(G, IG)
∼−→ Ĥi+2(G,A)

which are isomorphisms. For any y ∈ Ĥi(G,A), we have a commutative diagram

Ĥ0(G,Z) δ1
∼

//

·∪y
��

Ĥ1(G, IG)
δ2
∼

//

·∪y
��

Ĥ2(G,Z)

·∪y
��

Ĥi(G,A)
δ1,A

∼
// Ĥi+1(G, IG ⊗A)

δ2,A

∼
// Ĥi+2(G,A)

Thus if x is a generator of Ĥ2(G,Z) and we set x0 = δ−1
1 (δ−1

2 (x)), then

x ∪ y = δ2,A(δ1,A(x0 ∪ y))

for all y ∈ Ĥi(G,A). Hence in order to show that x ∪ · is an isomorphism Ĥi(G,A)
∼−→

Ĥi+2(G,A) it suffices to show that x0 ∪ · is an automorphism of Ĥi(G,A). Since x0 is a

generator of Ĥ0(G,Z), this is Lemma 1.17.1. □

Remark 1.17.3. In the proof we have an isomorphism δ2,A◦δ1,A : Ĥi(G,A)
∼−→ Ĥi+2(G,A).

Note that this is not canonical as δ2,A depends on the choice of generator s ∈ G. Of course

the choice of s gives rise to a choice of generator x ∈ Ĥ2(G,Z), namely the image under

δ2 ◦ δ1 of 1̄ ∈ Ĥ0(G,Z) = Z/n, and the isomorphism δ2,A ◦ δ1,A is the same as x ∪ · as the
proof shows. Thus one can think that by either choosing a generator s ∈ G or choosing a

generator x ∈ Ĥ2(G,Z) one obtains an isomorphism Ĥi(G,A)
∼−→ Ĥi+2(G,A). The latter
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point of view has the advantage that the isomorphism x∪· is defined without using any extra
knowledge about the group G, and hence can be analyzed more formally in applications.

Definition 1.17.4. For every G-module A, we write hq(A) for the cardinality of Ĥq(G,A)
whenever it is finite. Define the Herbrand quotient to be h(A) = h0(A)/h1(A) when h0(A)
and h1(A) are both defined.

Example 1.17.5. We have Ĥ0(G,Z) = Z/|G|Z and Ĥ−1(G,Z) = 0. Hence h(Z) = |G|.

Proposition 1.17.6. Let 0 → A → B → C → 0 be a short exact sequence of G-modules.
If two of h(A), h(B), h(C) are defined, then so is the third, and we have h(B) = h(A)h(C).

Proof. Fix a generator x ∈ Ĥ2(G,Z). The following compositions are equal:

Ĥ1(G,C)
(x∪·)−1

−−−−−→ Ĥ−1(G,C)
δ−→ Ĥ0(G,A),

Ĥ1(G,C)
δ−→ Ĥ2(G,A)

(x∪·)−1

−−−−−→ Ĥ0(G,A).

Call the composed map ϕ. Then the following diagram is exact (i.e., the kernel of each
arrow is the image of the previous one):

Ĥ0(G,A) // Ĥ0(G,B)

&&
Ĥ1(G,C)

ϕ

88

Ĥ0(G,C)

δxx
Ĥ1(G,B)

ff

Ĥ1(G,A)oo

The statement easily follows. □

Proposition 1.17.7. If a G-module A has finite cardinality, then h(A) = 1.

Proof. First note that h(A) is defined since all Ĥi(G,A) are finite. Let s ∈ G be a generator.
We have exact sequences

0→ AG → A
1−[s]−−−→ A→ AG → 0

and

0→ Ĥ−1(G,A)→ AG
NG−−→ AG → Ĥ0(G,A)→ 0.

The first shows that |AG| = |AG|, and the second shows that h0(A) = h1(A). □

1.18. Tate’s theorem. Let G be a finite group. Our approach to Tate’s theorem (Theorem
1.18.5 below) follows [Neu13, §I.7]. See [Mil20, §II.3] for a different approach using splitting
modules (which is Tate’s original idea in his 1952 paper [Tat52]). See [CF+67, Chap.IV,
§§9–10] or [Ser79, §IX] for more refined versions of the theorem, whose proofs are more
complicated.

Definition 1.18.1. A G-module A is called cohomologically trivial, if Ĥi(H,A) = 0 for all
subgroups H ≤ G and all i ∈ Z.

Example 1.18.2. Recall that an induced G-module is also induced as anH-module, for any
H ≤ G. Hence induced G-modules, and more generally their direct summands (i.e. relatively
projective G-modules), are cohomologically trivial.
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Theorem 1.18.3. A G-module A is cohomologically trivial if there exists q ∈ Z such that

for all subgroups H ≤ G we have Ĥq(H,A) = Ĥq+1(H,A) = 0.

Proof. Firstly, observe that we only need to show that

Ĥq−1(G,A) = Ĥq+2(G,A) = 0,

since we can recursively apply this result to conclude that Ĥi(G,A) = 0 for all i, and then
we can also replace G by its subgroups, to conclude the proof.

By dimension shifting we may assume that q = 1. (Since an induced G-module is cohomo-

logically trivial, by dimension shifting we can find a G-module A± such that Ĥi(H,A±) ∼=
Ĥi±1(H,A) for all subgroups H ≤ G and all i ∈ Z.)

First assume that G is solvable. Then G admits a proper normal subgroup N such that
G/N is cyclic. By induction we may assume that the theorem holds for N . Since A satisfies
the same assumptions with G replaced by N , we know that A is cohomologically trivial as
an N -module. It follows that for all i ≥ 1, we have the inflation-restriction exact sequence

0→ Hi(G/N,AN )
Inf−−→ Hi(G,A)

Res−−→ Hi(N,A) = 0.

Since Hi(G,A) = 0 for i ∈ {1, 2}, we have Hi(G/N,AN ) = 0 for i ∈ {1, 2}. But G/N is

cyclic, so by periodicity-2 we know that Ĥi(G/N,AN ) = 0 for all i ∈ Z. By the above exact
sequence for i = 3, we conclude that H3(G,A) = 0.

Since Ĥ0(G/N,AN ) = Ĥ0(N,A) = 0, we have

AG = (AN )G/N = NG/N (AN ) = NG/N (NNA) = NG(A).

Hence Ĥ0(G,A) = 0. The proof of the theorem is complete for G solvable.
For general G, let p be a prime dividing |G| and let Gp be a Sylow p-subgroup. Since Gp

is solvable, we have Ĥi(Gp, A) = 0 for all i ∈ Z by the above. Since CorG/Gp
◦ResG/Gp

=

[G : Gp], it follows that Ĥi(G,A) is killed by [G : Gp]. Hence it is killed by the greatest
common divisor of [G : Gp] for all p, which is 1. □

Lemma 1.18.4. Let A,B be G-modules, and let α ∈ Ĥ0(G,A). Let a ∈ AG be a lift of α.

Then for each i ∈ Z, the map α∪ · : Ĥi(G,B)→ Ĥi(G,A⊗B) is the same as the functorial
map induced by the G-homomorphism B → A ⊗ B, b 7→ a ⊗ b. (Note that the last map is
indeed a G-homomorphism since a is G-invariant.)

Proof. By dimension shifting (cf. the proof of Lemma 1.17.1) we easily reduce to the case
i = 0, when the lemma is clear. □

Theorem 1.18.5 (Tate). Let A be a G-module. Let q ∈ Z be such that for each subgroup

H ≤ G, we have Ĥq−1(H,A) = 0 and Ĥq(H,A) ∼= Z/|H|. Then any generator α of

Ĥq(G,A) ∼= Z/|G| has the property that the map

Res(α) ∪ · : Ĥi(H,Z) −→ Ĥi+q(H,A)

is an isomorphism for each H ≤ G and each i ∈ Z. Here Res denotes the restriction

Ĥq(G,A)→ Ĥq(H,A).

Remark 1.18.6. The assumptions in the theorem are clearly necessary for the conclusion,

since we always have Ĥ0(H,Z) ∼= Z/|H| and Ĥ−1(H,Z) = 0.
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Proof. We first observe that for any subgroup H ≤ G, the element Res(α) ∈ Ĥq(H,A) ∼=
Z/|H| is a generator. Indeed, if its order is less than |H|, then Cor ◦Res(α) = [G : H]α has

order less than |H|, contradicting with the assumption that α generates Ĥp(G,A) ∼= Z/|G|.
Thus the pair (H,Resα) satisfies the same hypothesis as (G,α), and so we only need to
prove that

α ∪ · : Ĥi(G,Z) −→ Ĥi+q(G,A)

is an isomorphism for each i ∈ Z.
Now to prove this statement, by dimension shifting we reduce to the case q = 0. Let

a ∈ AG be a lift of α. By Lemma 1.18.4, we only need to show that the G-homomorphism

f : Z −→ A, n 7−→ na

induces isomorphisms Ĥi(G,Z) ∼−→ Ĥi(G,A) for all i ∈ Z. Up to replacing A by A⊕ Z[G]
and replacing a by a⊕

∑
g∈G[g], which does not change Tate cohomology at all since Z[G]

is induced, we may assume that f is injective. (This is the key trick, taken from the
proof of [Neu13, §I, Thm. 7.2].) Let A′ = Cok(f). Then we only need to show that A′ is

cohomologically trivial as a G-module. Let H ≤ G. Since Ĥ−1(H,A) = 0 by assumption

and Ĥ1(H,Z) = Homgp(H,Z) = 0, we have an exact sequence

0→ Ĥ−1(H,A′)→ Ĥ0(H,Z) (∗)−−→ Ĥ0(H,A)→ Ĥ0(H,A′)→ 0,

where (∗) is the functorial map induced by f . If we can show that (*) is an isomorphism,

then Ĥ−1(H,A′) = Ĥ0(H,A′) = 0, and so A′ is cohomologically trivial by Theorem 1.18.3

since H is arbitrary. But (*) is an isomorphism since it sends 1 ∈ Ĥ0(H,Z) = Z/|H| to the

image of a in Ĥ0(H,A) = AH/NH(A), which is a generator of Ĥ0(H,A) ∼= Z/|H| by our
first observation. □

We shall apply Theorem 1.18.5 to the following situation. Let L/K be a finite Galois
extension of local fields. Let G = Gal(L/K). Consider the G-module A = L× and the
integer q = 2. By Galois theory, the hypotheses of the theorem are translated to the
following:

Theorem 1.18.7. For every subextension K ′/K inside L, we have H1(Gal(L/K ′), L×) = 0
and H2(Gal(L/K ′), L×) is cyclic of order [L : K ′].

We now study H1 and H2 in the above theorem. We may assume K ′ = K since the
desired statements depend only on the extension L/K ′.

1.19. Hilbert’s Theorem 90 and consequences. Let L/K be a finite Galois extension
of fields, and let G = Gal(L/K). The groups (L,+) and (L×,×) are G-modules.

Proposition 1.19.1. We have Ĥi(G,L) = 0 for all i ∈ Z.

Proof. By the normal basis theorem, L ∼= IndG1 K is an induced G-module. □

Theorem 1.19.2 (Hilbert’s Theorem 90). We have H1(G,L×) = 0.

Proof. Let ϕ be a 1-cocycle in C1(G,L×). Recall that this means ϕ is a function G →
L×, s 7→ ϕs satisfying ϕst = ϕs · s(ϕt). We need to show that ϕ is a coboundary, i.e.,
ϕs = b/s(b) for some fixed b ∈ L×.

Let a ∈ L×, and let

b :=
∑
t∈G

ϕt · t(a) ∈ L.
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By the linear independence of the characters t : L× → L× (where t runs through G), we
can find a such that b ̸= 0. For s ∈ G, we compute

s(b) =
∑
t∈G

s(ϕt) · (st)(a) =
∑
t∈G

ϕst
ϕs
· (st)(a) = ϕ−1

s b.

Thus ϕs = b/s(b) as desired. □

Corollary 1.19.3 (Original Hilbert’s Theorem 90). Assume that L/K is a cyclic extension.
Let s ∈ G be a generator. Then any element of L whose norm to K is 1 can be written as
s(a)/a for some a ∈ L×.

Proof. Since G is cyclic, we have Ĥ−1(G,L×) ∼= Ĥ1(G,L×) = 0. But Ĥ−1(G,L×) is the
quotient of ker(NL/K : L× → K×) by IG · L× = {s(a)/a | a ∈ L×}. □

Corollary 1.19.4. If K is a finite field , then Ĥi(G,L×) = 0 for all i ∈ Z. In particular,
NL/K : L× → K× is surjective.

Proof. In this case G is cyclic, and the Herbrand quotient h(L×) = 1 since L× is finite. Thus

the vanishing of Ĥ1(G,L×) implies the vanishing of all Ĥi(G,L×). The “in particular” part

follows from the vanishing of Ĥ0(G,L×). □

Exercise 1.19.5. Let L/K be a finite extension of finite fields. Use elementary methods
to show that NL/K : L× → K× is surjective.

1.20. Brauer groups. Let K be a field. Let L/K and E/K be finite Galois extensions,
with E ⊂ L. Write GL/K for Gal(L/K), etc. We have GE/K = GL/K/GL/E , and E× =

(L×)GL/E . Thus for q ≥ 1 we have the inflation-restriction sequence

0→ Hq(GE/K , E
×)

Inf−−→ Hq(GL/K , L
×)

Res−−→ Hq(GL/E , L
×).

Recall that this sequence is exact if Hi(GL/E , L
×) = 0 for all 1 ≤ i ≤ q− 1 (see Proposition

1.12.2). Since H1(GL/E , L
×) = 0, the above sequence is exact for q = 2.

Definition 1.20.1. The Brauer group for the finite Galois extension L/K is Br(L/K) :=
H2(GL/K , L

×).

Thus we have an exact sequence

0→ Br(E/K)
Inf−−→ Br(L/K)

Res−−→ Br(L/E).

We shall regard Inf : Br(E/K)→ Br(L/K) as inclusion.

Definition 1.20.2. The absolute Brauer group of K is Br(K) :=
⋃
L Br(L/K) where L

runs thourgh all finite Galois extensions of K inside Ks. In other words, Br(K) is the direct
limit of Br(L/K), where the transition maps are the injections Inf : Br(L/K)→ Br(L′/K)
when L ⊂ L′.

Note that for three finite Galois extensions E,L,L′ of K with E ⊂ L ⊂ L′, the following
diagram commutes:

0 // Br(E/K)
Inf // Br(L/K)

Res //

Inf

��

Br(L/E)

Inf

��
0 // Br(E/K)

Inf // Br(L′/K)
Res // Br(L′/E)
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(The commutativity follows easily from the cochain descriptions of Inf and Res.) Thus by
fixing E and taking the direct limit over L we have an exact sequence

0→ Br(E/K)
Inf−−→ Br(K)

Res−−→ Br(E).

The first map is of course nothing but the “inclusion” in the sense that Br(E/K) is a
member of the direct limit/union defining Br(K). Slightly more generally, if E/K is any
finite extension, then we still have the right square in the above commutative diagram, and
so we have a well-define map Res : Br(K)→ Br(E).

Example 1.20.3. If K is a finite field, then Br(K) = 0 by Corollary 1.19.4.

Remark 1.20.4. It turns out that Br(K) can be identified with the classical Brauer group
of K. This is the set of equivalence classes of central simple algebras over K. Two central
simple algebras A and B over K are equivalent if and only if A ∼=Mn(D) and B ∼=Mm(D)
for some integers n,m and a central division algebra D over K. (Here n and D are uniquely
determined by A.) The group operation is given by ⊗K . The subgroup Br(E/K) ⊂ Br(K)
is identified with the subgroup of the equivalence classes of central simple algebras over K
which split over E (i.e., those A such that A ⊗K E ∼= Mn(E)). The map Res : Br(K) →
Br(E) is given by base changing the central simple algebras from K to E. The identification
is given by an explicit construction, namely, starting with a 2-cocycle in Z2(GE/K , E

×) one
can explicitly write down a central simple algebra over K which splits over E. For details
see [Ser79, §X.5] and [Mil20, §IV]. We will not need this relationship in our course.

Remark 1.20.5. By Wedderburn’s Little Theorem, every finite division ring is a field.
This shows that the classical Brauer group of a finite field vanishes. Compare with Example
1.20.3.

In order to finish the proof of Theorem 1.18.7, we need to show that when L/K is a finite
Galois extension of local fields we have Br(L/K) ∼= Z/[L : K].

1.21. The Brauer group of an unramified extension. Let L/K be an unramified
extension of local fields of degree n. We shall compute Br(E/K). Let G = Gal(L/K),
and let U = O×

L . We have a short exact sequence of G-modules

1→ U → L× v−→ Z→ 0,

where v is the valuation.

Proposition 1.21.1. For all q ∈ Z, the valuation v : L× → Z induces an isomorphism

Ĥq(G,L×)
∼−→ Ĥq(G,Z), and Ĥq(G,U) = 0.

The proof uses the following lemma.

Lemma 1.21.2. Let G be a finite group and U a G-module. Assume that there is a de-
creasing sequence of G-submodules U = U0 ⊃ U1 ⊃ U2 ⊃ · · · such that the natural map

U → lim←−i U/Ui is an isomorphism. If q ∈ Z is such that Ĥq(G,U i/U i+1) = 0 for all i ≥ 0,

then we have Ĥq(G,U) = 0.

Proof. Let (P•)•∈Z be a complete resolution of Z, and we use it to compute Tate cohomology.

Thus for any G-module X, Ĥq(G,X) is the q-th cohomology of (HomZ[G](P•, X)). Write
Cq(X) for HomZ[G](Pq, X). This is identified with the group of all maps Gnq → X for some
nq ≥ 0. (For instance, if P• arises from the standard free resolution in Proposition 1.7.1,
then Pq = Z[G]q+1 for q ≥ 0 and Pq = Z[G]−q for q ≤ −1. Thus nq = q for q ≥ 0 and
nq = −q − 1 for q ≤ −1.)
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Write d for all the differential maps in C•(·). Let f ∈ Cq(U) be such that df = 0. We
need to find h ∈ Cq−1(U) such that dh = f . Write f̄ for the image of f in Cq(U/U1). Then

df̄ = 0. Since Ĥq(G,U/U1) = 0, there exists h̄0 ∈ Cq−1(U/U1) such that f̄ = dh̄0. Let
h0 ∈ Cq−1(U) be a lift of h̄0. Then f − dh0 ∈ Cq(U) is a map Gnq → U whose image lies
in U1, i.e., f − dh0 ∈ Cq(U1). Similarly, we find hi ∈ Cq−1(U i) for all i ≥ 0 such that
f − dh0 − dh1 − · · · − dhi ∈ C1(U i+1). Let h = h0 + h1 + · · · ∈ U ∼= lim←−i U/U

i, i.e., it is the

element whose projection in U/U i is h0 + h1 + · · ·+ hi−1. Then f − dh ∈ Cq(U) is a map
Gnq → U whose image lies in U i for all i, which implies that f = dh. □

Proof of Proposition 1.21.1. It suffices to prove the second statement. Let U0 = U and
U i = 1 + miL for i ≥ 1. Since U is profinite and {U i} is a neighborhood basis of 1, the
natural map U → lim←−i U/U

i is an isomorphism. Thus by Lemma 1.21.2, it suffices to show

Ĥq(G,U i/U i+1) for all i ≥ 0.
For i = 0, we have U0/U1 ∼= k×L (where kL denotes the residue field of L), and the

isomorphism is G-equivariant. We have Ĥq(G, k×L ) = Ĥq(Gal(kL/kK), k×L ) (here G ∼=
Gal(kL/kK)), and we have seen the vanishing of this in Corollary 1.19.4.

For i ≥ 1, we have a G-equivariant isomorphism (kL,+)
∼−→ U i/U i+1 induced by

OL → U i, x 7→ 1 + πix where π is a uniformizer in K. We have seen the vanishing of

Ĥq(Gal(kL/kK), kL) in Proposition 1.19.1. □

Theorem 1.21.3. We have a canonical isomorphism inv : Br(L/K)
∼−→ 1

nZ/Z.

Proof. By Proposition 1.21.1, we have a canonical isomorphism Br(L/K) ∼= H2(G,Z). Now
G acts trivially on Z, and we have a short exact sequence 0 → Z → Q → Q/Z → 0. We

have Ĥi(G,Q) = 0 since on the one hand this is killed by |G| and on the other hand mul-
tiplication by |G| must be an automorphism since it is an automorphism on Q.2 Therefore
the connecting homomorphism gives an isomorphism

δ : H1(G,Q/Z) ∼−→ H2(G,Z).
The left hand side is just Hom(G,Q/Z), and this is canonically isomorphic to 1

nZ/Z by
looking at where the Frobenius generator σ ∈ G ∼= Z/nZ goes to. In other words, we have

Hom(G,Q/Z) ∼−→ 1
nZ/Z, f 7→ f(σ). □

Remark 1.21.4. Using that Ĥ0(Gal(L/K),O×
L ) = 0 and that (O×

L )
Gal(L/K) = O×

K , we get

the useful result that the norm map NL/K : O×
L −→ O

×
K is surjective (for unramified L/K).

1.22. Functoriality of inv. Let K be a local field. For each n ≥ 1, let Kn be the unique
degree n unramified extension ofK inside a fixed separable closureKs. We have constructed
a canonical isomorphism

inv : Br(Kn/K)
∼−→ 1

n
Z/Z.

If n|m, then Kn ⊂ Km. In this case we have a diagram

Br(Kn/K)

Inf

��

inv // 1
nZ/Z

id

��
Br(Km/K)

inv // 1
mZ/Z

2We are using the following simple fact: For a G-module A and an integer n, the functorial endomorphism

of Ĥi(G,A) induced by A → A, a 7→ na is multiplicaiton by n. This can be seen using dimension shifting.
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Chasing the constructions (especially using the compatibility of inflation with connecting
homomorphisms), we see that the above diagram commutes.

We define Br(Kur/K) :=
⋃
n Br(Kn/K). (This is a subgroup of Br(K), and we will later

see that it is in fact equal to Br(K).) Then we have a canonical isomorphism

inv : Br(Kur/K)
∼−→ Q/Z.

We now let L/K be a possibly ramified finite separable extension inside Ks. For each
n ≥ 1, we form the compositum LKn inside Ks. Then the extension LKn/L is finite
unramified (but its degree may be less than n). Thus we have

inv : Br(LKn/L) ↪→ Q/Z.

We view Gal(LKn/L) as a subgroup of Gal(Kn/K) via Gal(LKn/L) ↪→ Gal(Kn/K), τ 7→
τ |Kn

. We denote the composite map

Br(Kn/K) = H2(Gal(Kn/K),K×
n )

Res−−→ H2(Gal(LKn/L),K
×
n )

→ H2(Gal(LKn/L), (LKn)
×) = Br(LKn/L)

still by Res.

Lemma 1.22.1. The diagram

Br(Kn/K)
Res //

inv

��

Br(LKn/L)

inv

��
Q/Z

[L:K] // Q/Z

commutes.

Proof. Let e = e(L/K) and f = f(L/K). We have a commutative diagram

Br(Kn/K)
vK
∼=
//

Res

��

H2(GKn/K ,Z)

e·Res

��

H1(GKn/K ,Q/Z)
δ
∼=

oo

e·Res

��

� � // Q/Z

ef

��
Br(LKn/L)

vL
∼=
// H2(GLKn/L,Z) H1(GLKn/L,Q/Z)

δ
∼=

oo � � // Q/Z

and the two rows define inv in the two cases. The first square commutes becasue vK =
e · vL|K× . The second square commutes because Res is compatible with the connecting ho-
momorphisms attached to 0→ Z→ Q→ Q/Z→ 0. The third diagram commutes because
the Frobenius generator in Gal(Kn/K) is the f -th power of the image of the Frobenius in
Gal(LKn/L) under the map Gal(LKn/L)→ Gal(Kn/K). (To see this, note that the images
of the two Frobenius elements in Aut(kKn

) are the automorphisms x 7→ x|kK | and x 7→ x|kL|

respectively, and |kL| = |kK |f .) □

Taking direct limit over n, we obtain:

Proposition 1.22.2. We have a commutative diagram

Br(Kur/K)
Res //

inv∼=
��

Br(Lur/L)

inv∼=
��

Q/Z
[L:K] // Q/Z
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Thus the kernel Φ of the first row is cyclic of order [L : K]. Note that if L/K is
finite Galois, then Φ is a subgroup of Br(L/K), since Br(L/K) ⊂ Br(K) is the kernel of
Res : Br(K)→ Br(L). Thus we have proved:

Lemma 1.22.3. Let L/K be a degree n finite Galois extension. Let Φ = inv−1( 1nZ/Z) ⊂
Br(Kur/K). Then Φ is contained in Br(L/K) (where both are viewed as subgroups of
Br(K)). □

Our next goal is to show that the containment in the above lemma is in fact an equality.
For this, it suffices to show the following result.

Theorem 1.22.4 (Upper bound for the Brauer group). The order of Br(L/K) divides
[L : K].

Corollary 1.22.5. For every degree n Galois extension L/K, Br(L/K) is equal to Br(Kn/K)

as a subgroup of Br(K). In particular, there is a canonical isomorphism inv : Br(L/K)
∼−→

1
nZ/Z. We also have Br(K) = Br(Kur/K), and there is a canonical isomorphism inv :

Br(K)
∼−→ Q/Z. □

Remark 1.22.6. In the classical language, the above result says that every central simple
algebra over K splits over a finite unramified extension of K. Moreover, the equivalence
classes of central simple algebras are classified by an invariant in Q/Z.

At this point, we have proved Theorem 1.18.7, modulo proving Theorem 1.22.4.

1.23. Proof of the upper bound. We now prove Theorem 1.22.4. Our approach follows
[CF+67, §VI.1.4-VI.1.6] with slight simplifications.

Let L/K be a degree n Galois extension of local fields. Let G = Gal(L/K) and U = O×
L .

Let π be a uniformizer in K.

Lemma 1.23.1. There exists a G-stable open subgroup V of U such that Ĥq(G,V ) = 0 for
all q ∈ Z.

Proof. Let {e1, · · · , en} be a normal basis for L/K, that is, it is a K-basis of L, and G
permutes the ei’s simply transitively. Let A = OKe1 ⊕ · · · ⊕ OKen ⊂ L. Up to replacing
ei by π

rei for a large integer r (common for all i), we may assume that each ei lies in OL,
and in particular A ⊂ OL. Note that A is open, since the topology on L ∼= Kn is just the
product topology of the topology on K. Therefore there exists N ≥ 1 such that A ⊃ πNOL.

Let M = πN+1A. We claim that M ·M ⊂ πM . Indeed,

M ·M = π2N+2A ·A ⊂ π2N+2OL = πN+2πNOL ⊂ πN+2A = πM.

Let V = 1 +M . We claim that V is an open, G-stable subgroup of U . To see that V is
closed under multiplication, use that M +M ⊂M and M ·M ⊂ πM ⊂M . To see that V is
closed under inversion, use that (1−m)−1 = 1+

∑
k≥1m

k for all m ∈ mL (and in particular

for all m ∈ M). For m ∈ M , the sum of the converging series
∑
k≥1m

k lies in M since M
is an open and hence closed subgroup of OL. Thus V is a subgroup of U . Since A is open
in L, so is M , and hence V is open in L. Thus V is an open subgroup of U . Finally, V is
stable under G since G fixes π and stabilizes A.

It remains to show that Ĥq(G,V ) = 0 for all q ∈ Z. We have a decreasing filtration

V = V 0 ⊃ V 1 ⊃ V 2 ⊃ · · ·
where V i = 1 + πiM ⊂ V . Since V is profinite (being an open subgroup of U) and {V i}
is clearly a neighborhood basis of 1, the natural map V → lim←−i V/V

i is an isomorphism.
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Moreover each V j is G-stable. Thus by Lemma 1.21.2, the vanishing of Ĥq(G,V ) follows

from the vanishing of Ĥq(G,V i/V i+1) for all i ≥ 0. We have a G-module isomorphism

M/πM
∼−→ V i/V i+1,m 7→ 1 + πim. Indeed, this map is clearly a G-module isomorphism

once we know it is a group homomorphism. To check that it is a group homomorphism, we
have

(1+πim1)(1+π
im2) = 1+πi(m1+m2)+π

2im1m2 = (1+πi(m1+m2))(1+
π2im1m2

1 + πi(m1 +m2)
).

We need to check that

1 +
π2im1m2

1 + πi(m1 +m2)
∈ V i+1.

We have

1 +
π2im1m2

1 + πi(m1 +m2)
= 1 + π2im1m2

∞∑
j=0

(−1)jπij(m1 +m2)
j .

The infinite sum lies in 1 +M , so the above lies in

1+π2iM ·M(1+M) ⊂ 1+π2i+1M(1+M) ⊂ 1+π2i+1M +π2i+2M ⊂ 1+π2i+1M ⊂ V i+1,

as desired.
NowM/πM ∼= A/πA ∼= kKe1⊕· · ·⊕kKen ∼= Z[G]⊗Z kK is induced as a G-module (since

{ei} is a normal basis). Hence Ĥq(G,V i/V i+1) = 0 as desired. □

Proof of Theorem 1.22.4. Let G = Gal(L/K), n = [L : K].
First assume that L/K is cyclic. Let U = O×

L , and let V ⊂ U be as in Lemma 1.23.1.
Then the Herbrand quotient h(V ) = 1, and h(U/V ) = 1 because U/V is finite (since V
is an open subgroup of the compact U). Thus we have h(U) = h(V )h(U/V ) = 1. Since

L×/U ∼= Z, we have h(L×) = h(U)h(Z) = h(Z). We compute that Ĥ0(G,Z) = Z/n and

Ĥ−1(G,Z) = 0. Hence h(Z) = n. This shows that h(L×) = n. But H1(G,L×) = 0 by
Hilbert 90. Hence Br(L/K) has order n.

For a general L/K, since Br(L/K) ∼= Ĥ2(G,L×/V ) is an abelian group killed by n, it
suffices to show that for each prime p dividing n, the cardinality of the p-primary part3

of Br(L/K) is finite and divides the p-part of n. Let Gp be a Sylow p-subgroup of G,

and let K ′ = LGp . Since the composition Ĥ2(G,L×)
Res−−→ Ĥ2(Gp, L

×)
Cor−−→ Ĥ2(G,L×) is

multiplication by [G : Gp] which is coprime to p, the map Res : Br(L/K) → Br(L/K ′)
is injective on the p-primary part. Thus it suffices to prove the theorem for the extension
L/K ′ instead of L/K.

Hence we may assume that G is a p-group, and in particular solvable.4 Let H ≤ G be a
proper normal subgroup such that G/H is cyclic. Let E = LH . By induction on the degree
we may assume that the theorem holds for L/E. Also the theorem holds for E/K as we
already proved the cyclic case. Now we have the exact sequence

0→ Br(E/K)
Inf−−→ Br(L/K)

Res−−→ Br(L/E).

Thus |Br(L/K)| divides |Br(E/K)| · |Br(L/E)|, which divides [E : K][L : E] = [L : K]. □

3By the Chinese Remainder Theorem, if n = pe11 · · · perr then each Z/n-module M has a canonical primary

decomposition M =
⊕

i Mi where Mi is a Z/peii -module.
4Every finite extension of a local field is automatically solvable, so this reduction step is actually redun-

dant. However, in the proof we do not need to use this fact, and also the similar reduction argument will

be used again in the global case, cf. the discussion below Theorem 2.4.1.
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1.24. The local Artin map. At this point, we have verified the axioms in Tate’s theorem
in the setting of a finite Galois extension of local fields, i.e., we have proved Theorem 1.18.7.
We summarize the results as follows:

Theorem 1.24.1. Let L/K be a degree n Galois extension of local fields. Then Br(L/K) =
Br(Kn/K) as subgroups of Br(K), and we have a canonical isomorphism

inv : Br(L/K) = Br(Kn/K)
∼−→ 1

n
Z/Z.

Define

uL/K := inv−1(
1

n
) ∈ Br(L/K),

called the fundamental class. By Tate’s theorem, the map

uL/K ∪ · : Ĥq(Gal(L/K),Z) −→ Ĥq+2(Gal(L/K), L×)

is an isomorphism for each q ∈ Z. □

Taking q = −2 we have the isomorphism

Gal(L/K)ab ∼= Ĥ−2(Gal(L/K),Z) ∼−→ Ĥ0(Gal(L/K), L×) = K×/NL/K(L×).

We denote the inverse isomorphism by ψL/K , and call it the local Artin map. Sometimes

we also think of ψL/K as a surjective homomorphism K× → Gal(L/K)ab whose kernel is

NL/K(L×).

Lemma 1.24.2. Let G be a finite group, and let B be a G-module. Let g ∈ G and β ∈
Z1(G,B) (a 1-cocycle β : G → B). Let ḡ be the image of g in Gab = Ĥ−2(G,Z), and let

β̄ be the image of β in Ĥ1(G,B). Then the element ḡ ∪ β̄ ∈ Ĥ−1(G,B) = B[NG]/IGB is
represented by β(g) ∈ B.5

Proof. See [Ser79, App. to Chap. XI, Lem. 3] or [Neu13, I.5.7]. □

Lemma 1.24.3. Let L/K be a finite Galois extension of local fields with Galois group G.

Let f ∈ Hom(G,Q/Z) = Ĥ1(G,Q/Z), and let a ∈ K×. Note that f factors through Gab, so
f(ψL/K(a)) ∈ Q/Z is well defined. We have

f(ψL/K(a)) = inv(ā ∪ δf),

where δf is the image of f in Ĥ2(G,Z) under the connecting homomorphism associated with

0→ Z→ Q→ Q/Z→ 0, and ā ∈ Ĥ0(G,L×) = K×/N(L×) is the image of a.

Exercise 1.24.4. For any finite abelian group G, define the Pontryagin dual group G∨ :=
Hom(G,Q/Z), where the group operation is point-wise addition. Show that

G∨ ∼= Hom(G,C×) ∼= Hom(G,S1)

(where S1 = {z ∈ C× | |z| = 1}), and that (G∨)∨ is canonically isomorphic to G. In
particular, two elements g1, g2 ∈ G are equal if and only if for all f ∈ G∨ we have f(g1) =
f(g2).

Remark 1.24.5. Since Gab is a finite abelian group, the element ψL/K(a) ∈ Gab is char-
acterized by the values f(ψL/K(a)) for all f by the above exercise. Hence the above lemma
gives a characterization of the map ψL/K .

5Note that NG(β(g)) =
∑

h∈G h(β(g)) =
∑

h β(hg)− β(h) = 0, so indeed β(g) ∈ B[NG].
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Proof of Lemma 1.24.3. Write g for ψL/K(a) ∈ Ĥ−2(G,Z). Write u for the fundamental
class uL/K . By the definition of ψL/K , we have

ā = u ∪ g ∈ Ĥ0(G,L×).

Thus

ā ∪ δf = (u ∪ g) ∪ δf = u ∪ (g ∪ δf) = u ∪ δ(g ∪ f).

Here g ∪ f lies in Ĥ−1(G,Q/Z), and δ of it lies in Ĥ0(G,Z). Note that Ĥ−1(G,Q/Z) is the
n-torsion of Q/Z, namely 1

nZ/Z. By Lemma 1.24.2, the element g ∪ f ∈ 1
nZ/Z is equal to

f(g). Write f(g) = r/n mod Z. Then δ(g∪f) = δ(r/n) ∈ Ĥ0(G,Z) = Z/nZ is represented
by NG(r/n) = n · r/n = r ∈ Z. Thus from the above computation we have

ā ∪ δf = u ∪ r̄ = r · u.

The inv of this element is r · inv(u) = r/n mod Z (since inv(u) = 1/n mod Z), which is
equal to f(g) as desired. □

For every finite abelian extension L/K, we have the local Artin map ψL/K : K× →
Gal(L/K). In order for them to define a continuous homomorphismK× → Gab

K = Gal(Kab/K),
we need to check the following compatibility:

Lemma 1.24.6. Let L′ ⊃ L be two finite Galois extensions of K. The following diagram
commutes:

K×
ψL′/K // Gal(L′/K)ab

π

��
K× ψL/K // Gal(L/K)ab

Here π is induced by the canonical projection Gal(L′/K)→ Gal(L/K).

Proof. Write G and G′ for Gal(L/K) and Gal(L′/K) respectively. Let a ∈ K×. Let
g = ψL/K(a) ∈ Gab, and let g′ = ψL′/K(a) ∈ G′ ab. We need to show that π(g′) = g.

Let f ∈ Ĥ1(G,Q/Z) be an arbitrary element, and let f ′ = Inf(f) ∈ Ĥ1(G′,Q/Z). If we
think of f and f ′ as characters Gab → Q/Z and G′ ab → Q/Z, then f ′ = f ◦ π. By duality,
in order to show that π(g′) = g, we only need to show that f ′(g′) = f(g).

By Lemma 1.24.3 we have

f ′(g′) = inv(ā ∪ δf ′)

Since the operations δ(·), ā ∪ ·, and inv(·) are all compatible with inflation, the right hand
side is equal to inv(ā ∪ δf), which is equal to f(g). □

By Lemma 1.24.6, we can define the local Artin map

ψK : K× −→ Gal(Kab/K)

by taking the inverse limit of ψL/K over all finite abelian extensions L/K. Comparing with
the statement of Theorem 1.1.1, we see that condition (ii) in that theorem is satisfied by
construction. We still need to check condition (i):

Lemma 1.24.7. Let π ∈ K be a uniformizer. Then ψK(π) acts as the Frobenius σ on Kur.
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Proof. Let n be an arbitrary positive integer. Write G for Gal(Kn/K), where Kn/K is the
degree n unramified extension. Let σ′ = ψKn/K(π). It suffices to show that σ′ is equal to

the Frobenius σ ∈ G. Let f ∈ Ĥ1(G,Q/Z). We have

f(σ′) = inv(π̄ ∪ δf).

Recall that inv : Br(Kn/K)
∼−→ 1

nZ/Z is the composition

Br(Kn/K)
v−→ Ĥ2(G,Z) δ−1

−−→ Ĥ1(G,Q/Z) evσ−−→ Q/Z,

where evσ is the evaluation of elements of Hom(G,Q/Z) at σ. We have v(π̄∪δf) = v(π)·δf =
δf . Hence

f(σ′) = evσ ◦ δ−1(δ(f)) = evσ(f) = f(σ).

Since f is arbitrary, this shows that σ = σ′. □

We have finished the proof of Theorem 1.1.1.

Exercise 1.24.8. Show that Br(C/R) ∼= Z/2Z. Let u be a generator. Show that u ∪ ·
defines an isomorphism Ĥq(Gal(C/R),Z) ∼−→ Ĥq+2(Gal(C/R),C×) for all q. Compute
these groups for all q.

1.25. Functorial properties of the local Artin map. As a bonus of the cohomological
method, we can easily prove the norm and transfer functoriality of the local Artin map.

Proof of Theorem 1.1.3. Let L be a common finite Galois extension of K ′ and K. Let
G = GL/K and H = GL/K′ ≤ G. It suffices to prove the commutativity of the following
diagrams:

Ĥ0(H,L×)

Cor
��

Ĥ−2(H,Z)
uL/K′∪·

oo

Cor
��

Ĥ0(G,L×) Ĥ−2(G,Z)
uL/K∪·

oo

Ĥ0(H,L×) Ĥ−2(H,Z)
uL/K′∪·

oo

Ĥ0(G,L×)

Res

OO

Ĥ−2(G,Z)
uL/K∪·

oo

Res

OO

For the second diagram, we use Res(uL/K) = uL/K′ , which follows from Lemma 1.22.1,
and we use the formula Res(a ∪ b) = Res(a) ∪ Res(b). For the first diagram, we must show
uL/K ∪ Cor(β) = Cor(uL/K′ ∪ β). Now the right hand side is

Cor(Res(uL/K) ∪ β) = uL/K ∪ Cor(β).

□
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2. Global class field theory via cohomology

2.1. Statements of global class field theory. We start by briefly reviewing adeles and
ideles. Let K be a global field. Let VK denote the set of places of K, and VK,∞ (resp. VK,f )
the set of archimedean (resp. non-archimedean) places. The ring of adeles for K is the
restricted product

AK :=

′∏
v∈VK

Kv

with respect to OKv for v ∈ VK,f . Its group of units is the group of ideles, which is the
restricted product

A×
K :=

′∏
v∈VK

K×
v

with respect to O×
Kv

for v ∈ VK,f . Both AK and A×
K are equipped with the restricted

product topology. For every finite subset S ⊂ VK such that S ⊃ VK,∞, consider the ring

AK,S =
∏
v∈S

Kv ×
∏

v∈VK−S
OKv

.

Its group of units is

A×
K,S =

∏
v∈S

K×
v ×

∏
v∈VK−S

O×
Kv
.

We have

AK =
⋃
S

AK,S , A×
K =

⋃
S

A×
K,S .

Each AK,S (resp. A×
K,S) is open in AK (resp. A×

K), and the subspace topology on AK,S
(resp. A×

K,S) inherited from AK (resp. A×
K) agrees with the product topology.

We have diagonal embeddings K ↪→ AK and K× ↪→ A×
K . Define the idele class group

CK := A×
K/K

×.

Let L/K be a finite extension. Then there is a natural injective homomorphism i : AK ↪→
AL whose restriction to the diagonally embedded K is just the inclusion K ↪→ L. The
injection i extends to an L-algebra isomorphism L⊗K AK

∼−→ AL. Moreover, i restricts to
an injective homomorphism A×

K → A×
L , which further induces an injective homomorphism

CK → CL. Furthermore, we have a norm map NL/K : A×
L → A×

K whose restriction to

the diagonally embedded L× is the usual norm L× → K×. This induces a norm map
NL/K : CL → CK .

Theorem 2.1.1 (Reciprocity Law). There is a continuous homomorphism ψK : CK → Gab
K

satisfying the following properties for all finite abelian extensions L/K. We write ψL/K for

the composite map CK
ψK−−→ Gab

K → Gal(L/K).

(1) For each v ∈ VK , consider the composite map fv : K×
v → CK

ψL/K−−−→ Gal(L/K). If
v is non-archimedean, then fv kills O×

Kv
if and only v is unramified in L. When

this holds, fv sends any uniformizer to Frobv ∈ Gal(L/K). If v is archimedean and
unramified in L (i.e., either v is complex or every place of L above v is real), then
fv = 1. If v is archimedean and ramifies in L (i.e., v is real and every place of L
above v is complex) then fv factors through the sign map K×

v = R× → {±1} and
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sends −1 to the complex conjugation in Gal(L/K) arising from a complex embedding
L ↪→ C corresponding to a complex place above v.

(2) The map ψL/K is surjective, and its kernel is NL/K(CL).

Remark 2.1.2. Last semester, we already saw that condition (1) for almost all places
v ∈ VK already uniquely characterizes ψL/K . Hence ψK is unique.

Theorem 2.1.3 (Existence Theorem). A subgroup of CK is open and of finite index if and
only if it is of the form NL/K(CL) for a finite abelian extension L/K.

Remark 2.1.4. Theorem 2.1.1 implies the “if” direction in Theorem 2.1.3.

Theorems 2.1.1 and 2.1.3 are the two main theorems of global class field theory. In
addition to these, we have norm and transfer functoriality, and local-global compatibility.

Theorem 2.1.5 (Norm and transfer functoriality). Let L/K be a finite separable extension.
Then we have a commutative diagram

CL

NL/K

��

ψL // Gab
L

i

��
CK

ψK // Gab
K

where i is induced by the inclusion GL ↪→ GK . We have a commutative diagram

CL
ψL // Gab

L

CK
?�

OO

ψK // Gab
K

V

OO

where V is the transfer map.

To state local-global compatibility, let v be a (finite) place of K and choose a K-algebra
embedding i : Ks ↪→ (Kv)

s. This determines a place of Ks above v, as well as a closed
embedding GKv

↪→ GK whose image is the decomposition group of that place. The induced
map Gab

Kv
→ Gab

K is independent of the choice of i.

Theorem 2.1.6 (Local-global compatibility). We have a commutative diagram

K×
v

ψKv //
� _

��

Gab
Kv

��
CK

ψK // Gab
K .

The idea of proof of Theorem 2.1.1 is again to apply Tate’s theorem to Ĥ2(Gal(L/K), CL)
for a finite Galois extension L/K. We shall prove:

• Ĥ1(Gal(L/K), CL) = 0.

• Ĥ2(Gal(L/K), CL) ∼= Z/[L : K]Z.
Thus by Tate’s theorem, there is a fundamental class uL/K ∈ Ĥ2(Gal(L/K), CL) such

that for all q ∈ Z the map uL/K ∪ · : Ĥq(Gal(L/K),Z) → Ĥq+2(Gal(L/K), CL) is an



38 YIHANG ZHU

isomorphism. It also turns out that (CL)
Gal(L/K) = CK . Thus for q = −2 we obtain an

isomorphism

Gal(L/K)ab
∼−→ CK/NL/K(CL).

We then define ψL/K to be the inverse.

2.2. Cohomology of ideles. Let L/K be a finite Galois extension of global fields, and

write G for Gal(L/K). We study Ĥq(G,A×
L ).

Consider finite subsets S ⊂ VK containing VK,∞ and all the finite places of VK which
ramify in L. Write A×

L,S for∏
v∈S

∏
w∈VL,w|v

L×
w ×

∏
v∈VK−S

∏
w∈VL,w|v

O×
Lw
.

In other words, if T is the set of places of L above S, then A×
L,S := A×

L,T . Note that A×
L,S

is a G-submodule of A×
L , and we have A×

L = lim−→S
A×
L,S .

Recall that for any G-module X, Ĥq(G,X) is the q-th cohomology of HomZ[G](P•, X),
where (P•)•∈Z is a complete resolution of Z. Since each Pi is a finite rank free Z[G]-module,
the functor HomZ[G](Pi, ·) commutes with direct limits. Also taking the q-th cohomology of

a complex commutes with direct limits of complexes. Hence Ĥq(G, ·) commutes with direct
limits. In particular,

Ĥq(G,A×
L )
∼= lim−→

S

Ĥq(G,A×
L,S).

Exercise 2.2.1. Let G be a finite group, and let I be a set with a transitive G-action.
Suppose X is a G-module and it can be written as

⊕
i∈I Xi such that for each i ∈ I and

g ∈ G, the action of g on X induces an isomorphism Xi → Xg(i). Then, for any i0 ∈ I, we
have an isomorphism of G-modules X ∼= IndGGi0

Xi0 . Here Gi0 denotes the stabilizer of i0
in G and it acts on Xi0 .

By the exercise, we have

A×
L,S
∼=
∏
v∈S

IndGD(w/v) L
×
w ×

∏
v∈VK−S

IndGD(w/v)O×
Lw

where for each v we choose a place w|v and denote by D(w/v) the decomposition group as
usual. By Shapiro’s Lemma for Tate cohomology (Proposition 1.14.3), we obtain

Ĥq(G,A×
L,S)

∼=
∏
v∈S

Ĥq(Gal(Lw/Kv), L
×
w)×

∏
v∈VK−S

Ĥq(Gal(Lw/Kv),O×
Lw

).

For v ∈ VK −S, the extension Lw/Kv is unramified, and so Ĥq(Gal(Lw/Kv),O×
Lw

) = 0 (see
Proposition 1.21.1). We obtain the following conclusion:

Proposition 2.2.2. We have

Ĥq(G,A×
L,S)

∼=
∏
v∈S

Ĥq(Gal(Lw/Kv), L
×
w)

and

Ĥq(G,A×
L )
∼= lim−→

S

Ĥq(G,A×
L,S)

∼=
⊕
v∈VK

Ĥq(Gal(Lw/Kv), L
×
w).

□
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Corollary 2.2.3. We have Ĥ1(G,A×
L ) = 0, and Ĥ2(G,A×

L )
∼=
⊕

v∈VK
Br(Lw/Kv) ∼=⊕

v∈VK
Z/[Lw : Kv]. For each q ∈ Z, we have

Ĥq(G,A×
L )
∼=
⊕
v∈VK

Ĥq−2(Gal(Lw/Kv),Z).

Example 2.2.4. We have Ĥ3(G,A×
L ) = 0 since Ĥ1(Gal(Lw/Kv),Z) = Hom(Gal(Lw/Kv),Z) =

0.

By a similar argument, we have

(A×
L )

G = lim−→
S

∏
v∈S

(L×
w)

Gal(Lw/Kv) ×
∏

v∈VK−S
(O×

Lw
)Gal(Lw/Kv) = lim−→

S

A×
K,S = AK .

Proposition 2.2.5. We have (CL)
G = CK .

Proof. We have an exact sequence 0→ (L×)G → (A×
L )

G → (CL)
G → H1(G,L×). The last

term is zero by Hilbert 90. □

2.3. Herbrand quotient for the idele class group (the First Inequality). For a
finite Galois extension L/K, one of our ultimate goals is to establish an isomorphism

CK/NL/KCL
∼−→ Gal(L/K), so we expect

[CK : NL/KCL] = [L : K].

Also, in order to apply Tate’s theorem we need to show that Ĥ2(Gal(L/K), CL) ∼= Z/[L : K]

and Ĥ1(Gal(L/K), CL) = 0. Hence in the case of a cyclic extension L/K we expect that
the Herbrand quotient of the Gal(L/K)-module CL is

h(CL) = [L : K].

Theorem 2.3.1. Let L/K be a finite cyclic extension. Then the Herbrand quotient of the
Gal(L/K)-module CL is defined, and it is equal to [L : K].

Corollary 2.3.2 (The First Inequality). For a finite cyclic extension L/K, we have

[CK : NL/KCL] ≥ [L : K].

Proof. The left hand side is h0(CL) (by Proposition 2.2.5), and the right hand side is
h(CL) = h0(CL)/h

1(CL). □

In order to prove Theorem 2.3.1 we need the following lemma.

Lemma 2.3.3. Let M1,M2 be two G-modules. Assume that for some field F ⊃ Q there
exists an F [G]-module isomorphismM1⊗ZF

∼−→M2⊗ZF . Then there exists a Q[G]-module

isomorphism M1 ⊗Z Q ∼−→M2 ⊗Z Q.

Proof. For any field F ⊃ Q, let HF be the set of all F -linear maps M1 ⊗F →M2 ⊗F , and
let HG

F ⊂ HF be the subset of F [G]-linear maps. Clearly HF
∼= HQ ⊗Q F , and H

G
F ⊂ HF

is defined by a system of Q-coefficient homogeneous linear equations which are independent
of F . In other words, HG

Q is a Q-subspace of HQ and we have HG
F
∼= HG

Q ⊗Q F . By our

assumption, there exists a field F ⊃ Q, elements t1, . . . , td ∈ F and ϕ1, . . . , ϕd ∈ HG
Q such

that t1ϕ1+ · · ·+ tdϕd is an isomorphism. In particular M1 and M2 have the same rank, and
if we fix a basis of each and view all elements of HF as square matrices, we have

det(t1ϕ1 + · · ·+ tdϕd) ̸= 0.
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Since the above is aQ-coefficient polynomial in the variables t1, . . . , td, there exists s1, . . . , sd ∈
Q such that

det(s1ϕ1 + · · ·+ sdϕd) ̸= 0.

Then s1ϕ1 + · · ·+ sdϕd is an element of HG
Q which is an isomorphism. □

We also need to recall some facts established in the last semester.

Fact 2.3.4. Let T be a non-empty finite subset of VL containing VL,∞. Then A×
L/(L

×A×
L,T )

is finite.

Let OL,T = L∩AL,T . Its group of units is O×
L,T = L× ∩A×

L,T . The group A×
L/(L

×A×
L,T )

is identified with the class group of OL,T , and we proved the finiteness last semester based
on the compactness of (A×

L )
1/L×.

As a consequence, since A×
L =

⋃
T A×

L,T , we can take T large enough so that A×
L,T contains

a set of representatives of the finitely many elements of A×
L/(L

×A×
L,T0

) for some fixed T0.

For such T we then have A×
L = L×A×

L,T .

Last semester we also proved Dirichlet’s unit theorem for O×
L,T , which states that it is

a finitely generated abelian group with rank |T | − 1. During the proof we established the
following result:

Fact 2.3.5. Let l : O×
L,T → RT , x 7→ (log ∥x∥w)w∈T . Then l has finite kernel, and its image

is a full rank lattice in the hyperplane H := {(rw) ∈ RT |
∑
w∈T rw = 0}.

Proof of Theorem 2.3.1. Write G for Gal(L/K). Take a finite subset S ⊂ VK containing
VK,∞ and all finite places which ramify in L, and large enough such that the set T of places
of L above S satisfy A×

L = L×A×
L,T . We then have a short exact sequence of G-modules

1→ O×
L,T → A×

L,T → CL → 1.

It suffices to show that the Herbrand quotients of O×
L,T and A×

L,T are defined and compute
them.

For A×
L,T , by Proposition 2.2.2 we have

Ĥq(G,A×
L,T )

∼=
∏
v∈S

Ĥq(Gal(Lw/Kv), L
×
w).

Hence the Herbrand quotient of A×
L,T is defined and is equal to the product of local Herbrand

quotients (note that each Gal(Lw/Kv) is a subgroup of Gal(L/K) and hence cyclic):

h(A×
L,T ) =

∏
v∈S

#Ĥ2(Gal(Lw/Kv), L
×
w)

#Ĥ1(Gal(Lw/Kv), L
×
w)

=
∏
v∈S

[Lw : Kv].

Now consider O×
L,T . Let G act on RT by its permutation of T . Since l : O×

L,T → RT has

finite kernel and is clearly a G-map, the Herbrand quotient of O×
L,T is defined if and only if

the Herbrand quotient of Λ := l(O×
L,T ) is defined, and when this is the case they are equal.

Let e = (1, . . . , 1) ∈ RT , which is fixed by Gal(L/K). Let M1 = Λ ⊕ Ze ⊂ RT . We know
h(Z) = [L : K] (see Example 1.17.5), so it remains to show that the Herbrand quotient of
M1 is defined and compute it. Then we would get h(O×

L,T ) = h(Λ) = h(M1)/[L : K]
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Let M2 = ZT ⊂ RT . It is a G-submodule, and isomorphic to
∏
v∈S Ind

G
Gal(Lw/Kv) Z by

Exercise 2.2.1. Therefore

h(M2) =
∏
v∈S

#Ĥ0(Gal(Lw/Kv),Z)
#Ĥ±1(Gal(Lw/Kv),Z)

=
∏
v∈S

[Lw : Kv].

Finally, sinceM1 andM2 are two full rank G-stable lattices in RT , applying Lemma 2.3.3 we
get an injective G-map M1 → M2 with finite cokernel. Hence h(M1) = h(M2). Combining
the results we have

h(O×
L,T ) = h(Λ) = h(M1)/[L : K] = h(M2)/[L : K] = [L : K]−1

∏
v∈S

[Lw : Kv],

h(CL) = h(A×
L,T )/h(O

×
L,T ) =

∏
v∈S [Lw : Kv]

[L : K]−1
∏
v∈S [Lw : Kv]

= [L : K].

□

Corollary 2.3.6. Let L/K be a non-trivial finite Galois extension with solvable Galois
group. The following statements hold.

(1) There are infinitely many places of K which do not split in L.
(2) For any finite subset T ⊂ VL, Gal(L/K) is generated by {Frob(w/K) | w ∈ VL −

T,w is unramified over K}.

Proof. For (1), there is a non-trivial cyclic extension L′/K inside L and it suffices to show
that there are infinitely many places of K which do not split in L′. Hence we may assume
that L/K is cyclic. Suppose there are only finitely many places of K which do not split in
L. Let S be the set of these places. Let B = {(xv) ∈ A×

K | xv = 1,∀v ∈ S}. Then clearly

B ⊂ NL/KA×
L . Last semester we showed that the image of B in CK is dense. Hence NL/KCL

is dense in CK . On the other hand, NL/K(A×
L ) is open in A×

K since NLw/Kv
L×
w is open in

K×
v for every w|v by local class field theory and NLw/Kv

O×
Lw

= O×
Kv

for every unramified
w|v (see Remark 1.21.4). Therefore NL/KCL is an open, and hence closed, subgroup of CK .
Thus CK = NL/KCL. This contradicts with the First Inequality [CK : NL/KCL] ≥ [L : K].

For (2), let G′ be the subgroup of Gal(L/K) generated by the set in question. Let

K ′ = LG
′
. Then every v ∈ VK which is unramified in L and which does not lie below T is

split in K ′, since for every u ∈ VK′ above v we have Frob(u/v) = 1. There are infinitely
many such v, so by part (1) we know that K ′ = K. It follows that G′ = G. □

Remark 2.3.7. In the proof we saw that (2) is a formal consequence of (1). Statement (1)
itself is a weak consequence of the Chebotarev density theorem, which asserts that the set
of places of K which do not split in L has Dirichlet density 1− [L : K]−1.

2.4. Upper bound for the cohomology of the idele class group (the Second In-
equality). Let L/K be a finite Galois extension of global fields, and write G for Gal(L/K).

Recall that we expect that Ĥ2(G,CL) ∼= Z/[L : K]Z and Ĥ1(G,CL) = 0. Also we expect

to have an isomorphism Gab ∼−→ Ĥ0(G,CL) by cupping with the fundamental class, so at

least |Ĥ0(G,CL)| should divide [L : K].
Our current goal is to prove the following upper bounds.

Theorem 2.4.1. The following statements hold:

(1) Ĥ1(G,CL) = 0.

(2) |Ĥ0(G,CL)| divides [L : K].
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(3) |Ĥ2(G,CL)| divides [L : K].

We first reduce the theorem to the case of a cyclic extension L/K of prime degree. The
argument is essentially the same as in the proof of Theorem 1.22.4. For each prime p

dividing [L : K] and a Sylow p-subgroup Gp of G, since the composition Ĥi(G,CL)
Res−−→

Ĥi(Gp, CL)
Cor−−→ Ĥi(G,CL) is [G : Gp], the map Res : Ĥi(G,CL)→ Ĥi(Gp, CL) is injective

on the p-primary part. Hence we have reduced all three statements to the case of a solvable
extension. Then part (1) reduces to the prime degree case by the inflation-restriction exact

sequence for Ĥ1. Once we have established the triviality of Ĥ1(G,CL), we also know this

for all subgroups of G, and as a result we have inflation-restriction exact sequence for Ĥ2.
Then (3) in the solvable case reduces to the prime degree case by induction. For (2), if N
is a normal subgroup of G and L′ = LN , then we have an exact sequence

CL′/NL/L′CL
NL′/K−−−−→ CK/NL/KCL → CK/NL′/KCL′ → 1

Hence (2) in the solvable case follows from the prime degree case and induction.
Once we are in the cyclic case, the three statements in the theorem are actually all

equivalent to the inequality

|Ĥ0(G,CL)| = [CK : NL/KCL] ≤ [L : K],

which is called the Second Inequality. This is because we have periodicity 2 for the coho-
mology and we already know that the Herbrand quotient h(CL) = [L : K].

Thus we have reduced Theorem 2.4.1 to the following theorem:

Theorem 2.4.2. Let L/K be a cyclic extension of prime degree p. Then we have the Second
Inequality:

[CK : NL/KCL] ≤ [L : K].

We first prove the theorem assuming that p is not the characteristic of K (e.g., K is a
number field). Let µp denote the group of all p-th roots of unity in Ks.

Lemma 2.4.3. In order to prove Theorem 2.4.2 when charK ̸= p, we may assume that K
contains µp.

Proof. Assume thatK does not contain µp. LetK
′ = K(µp) and L

′ = L(µp). Since [K
′ : K]

divides p− 1 and is coprime to p, K ′ and L are linearly disjoint over K. It follows that we
have a commutative diagram

CL
NL/K //

iL

��

CK

iK

��
CL′

NL′/K′
//

NL′/L

��

CK′

NK′/K

��
CL

NL/K // CK

where iL and iK are induced by the inclusions L ↪→ L′ and K ↪→ K ′ respectively. In
particular, the two arrows in the second column induce homomorphisms ϕ : CK/NL/KCL →
CK′/NL′/K′CL′ and ψ : CK′/NL′/K′CL′ → CK/NL/KCL. But ψ ◦ ϕ is multiplication by

[K ′ : K], and this is an automorphism since CK/NL/KCL = Ĥ0(Gal(L/K), CL) is p-torsion.
Hence ϕ is injective. The desired inequality for the extension L/K thus follows from that
for L′/K ′, which is also a cyclic extension of degree p. □
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When K ⊃ µp, degree p cyclic extensions of K are controlled by Kummer theory. Let us
recall it. Let K be a field, and n be a positive integer not divisible by charK. Assume that
K contains the full group µn of n-th roots of unity. We call an algebraic extension L/K a
Kummer extension with respect to n, if it is abelian and Gal(L/K) is killed by n.

Fact 2.4.4 (Kummer theory). An algebraic extension L/K is a Kummer extension with
respect to n if and only if L is of the form K({ n

√
a | a ∈ A}) for a subset A of K×. We

have a bijection

{Kummer extensions of K in Ks with respect to n} ∼−→ {subgroups of K×/(K×)n}
sending L/K to (K×∩(L×)n))/K×, and the inverse map sends A to L = K({ n

√
a | a ∈ A}).

Assume that L/K corresponds to A under the bijection. Then we have a bi-multiplicative
pairing

Gal(L/K)×A −→ µn

(g, a) 7−→ g n
√
a

n
√
a
.

Here, for each a ∈ A, we choose an n-th root n
√
a ∈ L× of (a representative in K× of) a,

and the pairing is independent of this choice since a different choice differs by an element of
µn which is fixed by Gal(L/K). This pairing induces an isomorphism of topological groups

Gal(L/K)
∼−→ A∨ := Hom(A,µn),

where the topology on Hom(A,µn) is the profinite topology induced by the identification
Hom(A,µn) = lim←−finite subgroups A′≤AHom(A′, µn), and an isomorphism of abstract groups

A
∼−→ Gal(L/K)∨ := Homcont(Gal(L/K), µn).

In particular, [L : K] is finite if and only if A is finite, and in this case we have [L : K] = |A|.
Remark 2.4.5. Since Gal(L/K) and A are abelian groups killed by n, Gal(L/K)∨ and
A∨ here are just the usual Pontryagin duals of the respective groups, namely the groups
of continuous homomorphisms to S1. (Here Gal(L/K) has the usual Krull topology and
A has discrete topology.) In general, for any locally compact Hausdorff abelian group, its
Pontryagin dual equipped with the “compact-open topology” is also a topological group of
the same type, and the double dual is canonically isomorphic to the original group. It is
a fact that the Pontryagin dual of a compact group is discrete and vice versa. Thus the
pairing Gal(L/K) × A → µn identifies the two groups with the Pontryagin dual groups of
each other.

We only explain why the map A→ Gal(L/K)∨ induced by the pairing is an isomorphism
in the case when both A and Gal(L/K) are finite. We have a short exact sequence of
Gal(L/K)-modules:

1→ µn → L× x 7→xn

−−−−→ (L×)n → 1.

We obtain the long exact sequence:

1→ µn → K× x 7→xn

−−−−→ K× ∩ (L×)n
δ−→ H1(Gal(L/K), µn)→ H1(Gal(L/K), L×)→ · · ·

By Hilbert 90, H1(Gal(L/K), L×) is trivial. Since Gal(L/K) acts trivially on µn, we have
H1(Gal(L/K), µn) ∼= Hom(Gal(L/K), µn). The cokernel of the map before δ is exactly A.

Thus δ induces an isomorphism A
∼−→ Gal(L/K)∨. Tracing the definitions we see that this

isomorphism agrees with the map induced by the pairing Gal(L/K)×A→ µn.
The following lemma will also enter the proof of Theorem 2.4.2.
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Lemma 2.4.6 (Computation of local power index). Let F be a local field (archimedean or
non-archimedean). Let n be a positive integer not divisible by the characteristic of F , and
assume that F ⊃ µn. Then [F× : (F×)n] = n2/∥n∥F , and in the non-archimedean case we
have [O×

F : (O×
F )

n] = n/∥n∥F . Here ∥ · ∥F denotes the normalized absolute value.

Proof. In the archimedean case, if F = C then we always have [F× : (F×)n] = 1 = n2/∥n∥F .
If F = R, then since F contains all n-th roots of unity we have n ∈ {1, 2}. One then directly
verifies the statement.

Assume that F is non-archimedean. Since F× ∼= Z×O×
F , it suffices to prove the formula

for [O×
F : (O×

F )
n]. Let G = Z/n. For any abelian group M , if we view M as a G-module

with trivial action, then the Herbrand quotient is

hn(M) =
#Ĥ0(G,M)

#Ĥ1(G,M)
=

[M : nM ]

#M [n]

where M [n] = ker(n : M → M). Since O×
F [n] = µn, we have [O×

F : (O×
F )

n] = nhn(O×
F ). It

remains to show that
hn(O×

F ) = ∥n∥
−1
F .

If F has characteristic zero, then for sufficiently large i we have an isomorphism of abelian
groups (1 + miF ,×) ∼= (OF ,+) via the logarithm map. Since the left hand side is a finite
index subgroup of O×

F , we get

hn(O×
F ) = hn(OF ) = [OF : nOF ] = ∥n∥−1

F ,

done.
If F has positive characteristic, then n is a non-zero element of the constant field of F ,

so ∥n∥F = 1. It suffices to prove that hn(1+mF ) = 1. For this, by Lemma 1.21.2, it suffices
to prove that Hq(G, 1 + miF /1 + mi+1

F ) = 0 for q = 1, 2 and all i ≥ 1. On the one hand,

this group is killed by n, and on the other hand, 1 + miF /1 + mi+1
F
∼= kF is killed by |kF |,

which is a power of the characteristic of F and is hence coprime to n. The desired vanishing
follows. □

Proof of Theorem 2.4.2 for characteristic not p. In view of Lemma 2.4.3, we assume that
K ⊃ µp. We shall show the stronger statement: For every finite Kummer extension L/K
with respect to p, we have [CK : NL/KCL] ≤ [L : K]. We follow [CF+67, §VII.9].

Write G for Gal(L/K). By Kummer theory L is of the form K( p
√
a1, . . . , p

√
ak) for some

a1, . . . , ak ∈ K×. Let S be a finite subset of VK satisfying the following conditions:

(1) S contains all archimedean places of K and all non-archimedean places of K which
ramify in L.

(2) For every v ∈ VK − S, we have {p, a1, . . . , ak} ⊂ O×
Kv

.6

(3) We have A×
K = K×A×

K,S (see the discussion below Fact 2.3.4).

Note that for any finite subset T ⊂ VK −S such that all elements of T are split in L, the
group

ES,T :=
∏
v∈S

(K×
v )

p ×
∏
v∈T

K×
v ×

∏
v∈VK−(S∪T )

O×
Kv

is contained in the image of NL:K : A×
L → A×

K . Indeed, for every v ∈ VK and w ∈ VL above
v, we have (K×

v )
p ⊂ NLw/Kv

L×
w , since by local class field theory we have K×

v /NLw/Kv
L×
w
∼=

Gal(Lw/Kv) and this group is killed by p. If v is split in L, then Lw = Kv and trivially

6This actually implies that v is unramified in L. Hence the requirement in (1) that S contains all ramified
non-archimedean places is redundant. For the current proof we do not need to know this.
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we have K×
v = NLw/Kv

L×
w . If v is non-archimedean and unramified in L, we have O×

Kv
⊂

NLw/Kv
O×
Lw

(see Remark 1.21.4).

Therefore, if ĒS,T denotes the image of ES,T in CK , then

[CK : NL/KCL] ≤ [CK : ĒS,T ].

In the following we shall construct T such that [CK : ĒS,T ] ≤ [L : K].
Let M = K( p

√
x, x ∈ O×

K,S). Thus

Gal(M/K)∨ ∼= O×
K,SK

×/(K×)p ⊂ K×/(K×)p.

Note that O×
K,S ∩ (K×)p = (O×

K,S)
p. Hence O×

K,SK
×/(K×)p ∼= O×

K,S/(O
×
K,S)

p, and this

is isomorphic to (Z/p)|S| by Dirichlet’s unit theorem and the fact that O×
K,S ⊃ µn. In

particular [M : K] = p|S|.
Since L = K( p

√
a1, . . . , p

√
ak) and each ai ∈ O×

K,S , we have L ⊂ M . Let [M : L] =

pt. Thus Gal(M/L) ∼= (Z/p)t. Since this is an Fp-vector space, by Corollary 2.3.6 we
can find w1, . . . , wt ∈ VL not lying above S such that every wi is unramified in M and
{Frob(M/w1), . . . ,Frob(M/wt)} is an Fp-basis of Gal(M/L). Let vi be the place of K
below wi. Then the vi’s are distinct and none of them lie in S. We have Frob(M/wi) =
Frob(M/vi)

f(wi/vi). But every non-trivial element of Gal(M/K) has order p and f(wi/vi)
is a power of p (since it divides [L : K]), so we must have f(wi/vi) = 1, i.e., vi splits in L.
Let T = {v1, . . . , vt}. We have seen that T is a set disjoint from S and consists of places
which split in L. It remains to show that

[CK : ĒS,T ] ≤ [L : K].

In general, if A,B,C are subgroups of an abelian group and A ⊃ B, then

[AC : BC][A ∩ C : B ∩ C] = [A : B].

Hence

[CK : ĒS,T ] = [A×
K : K×ES,T ] = [K×A×

K,S∪T : K×ES,T ] =
[A×
K,S∪T : ES,T ]

[O×
K,S∪T : K× ∩ ES,T ]

where for the second equality we use condition (3) satisfied by S. By Lemma 2.4.6, the
numerator is

[A×
K,S∪T : ES,T ] =

∏
v∈S

[K×
v : (K×

v )
p] =

∏
v∈S

p2

∥p∥v
= p2|S| = [M : K]2,

where for the last equality we use condition (2) satisfied by S and the product formula.
It remains to show that K× ∩ ES,T = (O×

K,S∪T )
p. For then by Dirichlet’s unit theorem

as before we can calculate the denominator:

[O×
K,S∪T : K× ∩ ES,T ] = [O×

K,S∪T : (O×
K,S∪T )

p] = p|S∪T | = [M : K][M : L],

and it follows that

[CK : ĒS,T ] =
[M : K]2

[M : K][M : L]
= [L : K],

as desired.
Clearly we have K× ∩ ES,T ⊃ (O×

K,S∪T )
p. The reverse containment follows from the

following claim and Proposition 2.4.7 below.
Claim: the map O×

K,S →
∏
v∈T O

×
Kv
/(O×

Kv
)p is surjective.
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Proof of the claim. Let Φ denote the kernel of the map. We first check that Φ =
O×
K,S ∩ (L×)p. Let a ∈ O×

K,S ∩ (L×)p. For each v ∈ T , since v splits in L, for any place w

of L above v we have a ∈ (L×)p ⊂ (L×
w)

p = (K×
v )

p. Hence a ∈ Φ. Conversely, let a ∈ Φ.
By the construction of M , there exists p

√
a ∈ M . It suffices to show that p

√
a is fixed by

Gal(M/L), and for this its suffices that Frob(M/wi) fixes p
√
a for all 1 ≤ i ≤ t, since these

Frobenius elements generate Gal(M/L). But a ∈ (O×
Kvi

)p = (O×
Lwi

)p since vi splits in L, so
p
√
a ∈ Lwi

and it is fixed by Frob(M/wi).
Since Φ = O×

K,S ∩ (L×)p, we have

[O×
K,S : Φ] = [O×

K,SL
× : (L×)p] = |Gal(M/L)∨| = pt.

Also
∏
v∈T O

×
Kv
/(O×

Kv
)p has cardinality

∏
v∈T p/∥p∥v = pt by Lemma 2.4.6 and the assump-

tion that p ∈ O×
Kv

for all v /∈ S. The claim is proved. □

Proposition 2.4.7. Let n be a positive integer not divisible by charK. Assume that K ⊃ µn.
Let S be a finite subset of VK containing all archimedean places and satisfying:

(1) For every v ∈ VK − S, we have n ∈ O×
Kv

.

(2) We have A×
K = K×A×

K,S.

Let T be a finite subset of VK disjoint from S. Assume that the map O×
K,S →

∏
v∈T O

×
Kv
/(O×

Kv
)n

is surjective. Then

K× ∩

(∏
v∈S

(K×
v )

n ×
∏
v∈T

K×
v ×

∏
v∈VK−S∪T

O×
Kv

)
⊂ (K×)n.

Proof. Let b be an element of the left hand side, and let L = K( n
√
b). It suffices to show that

L = K. The extension L/K is Kummer and corresponds to the subgroup of K×/(K×)n

generated by b, so it is cyclic. Thus we have the First Inequality [CK : NL/KCL] ≥ [L : K].
It suffices to show that NL/KCL = CK .

Let D =
∏
v∈S K

×
v ×

∏
v∈T (O

×
Kv

)n ×
∏
v∈VK−S∪T O

×
Kv

. For each v ∈ VK and w ∈ VL
above v, we know the following:

• If v ∈ S, then Lw = Kv since n
√
b ∈ K×

v .
• If v ∈ T , then (O×

Kv
)n ⊂ NLw/Kv

L×
w since by local class field theory the latter group

has index n in K×
v .

• If v /∈ S∪T , then since n, b ∈ O×
Kv

, the extension Lw/Kv is unramified. In particular,

O×
Kv

= NLw/Kv
O×
Lw

.

In conclusion, we have D ⊂ NL/KA×
L . It remains to show that D maps onto CK , i.e.,

A×
K = K×D. For this,

A×
K/K

×D = K×A×
K,S/K

×D ∼= (A×
K,S/D)/im(A×

K,S ∩K
×) = (

∏
v∈T
O×
Kv

)/im(O×
K,S) = 1.

□

Remark 2.4.8. We can take T = ∅. Then the proposition asserts that for any finite S
containing the archimedean places and satisfying (1) (2), we have

K× ∩

(∏
v∈S

(K×
v )

n ×
∏

v∈VK−S
O×
Kv

)
⊂ (K×)n.
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2.5. The Second Inequality for bad characteristic. We now treat the case of Theorem
2.4.2 when the degree p of L/K is equal to the characteristic of K, following [AT09, §IV.4].

We first need a replacement of Kummer theory, which is Artin–Schreier theory. Let K be
an arbitrary field of characteristic p > 0. We call an algebraic extension L/K Artin–Schreier
if it is abelian and Gal(L/K) is killed by p. Define the endomorphism of the additive group

℘ : K → K, x 7→ xp − x.

Its kernel is clearly Fp ⊂ K. This map plays the analogous role as the n-th power map in
Kummer theory, and Fp plays the analogous role as µn.

Fact 2.5.1 (Artin–Schreier theory). An algebraic extension L/K is an Artin–Schreier ex-
tension if and only if L is of the form K(℘−1(A)) for a subset A of K, where ℘−1 denotes
taking inverse image in Ks. We have a bijection

{Artin–Schreier extensions of K in Ks} ∼−→ {subgroups of K/℘(K)}

sending L/K to (K ∩ ℘(L))/K, and the inverse map sends A to L = K(℘−1(A)). Assume
that L/K corresponds to A under the bijection. Then we have a bi-additive pairing

Gal(L/K)×A −→ Fp
(g, a) 7−→ gx− x.

Here, for each a ∈ A, we choose x ∈ L such that ℘(x) = ã and ã ∈ K maps to a. The
pairing is independent of choices, and identifies Gal(L/K) (with the Krull topology) and A
(with the discrete topology) with the Pontryagin dual of each other (cf. Remark 2.4.5). In
particular, [L : K] is finite if and only if A is finite, and in this case we have [L : K] = |A|.

We explain why an extension of the form L = K(℘−1(A)) is Artin–Schreier. Clearly it is
normal. To see it is separable, note that for any a ∈ K, the polynomial f(X) = Xp−X −a
satisfies f ′(X) = −1, and clearly it has a root in K if and only if it splits in K (as all roots
differ from each other by Fp). Hence it suffices to see that f(X) is irreducible over K when
it has no root over K. Suppose it has a proper factor (X − x1) · · · (X − xr) over K, with
2 ≤ r < p. Then the subleading coefficient of this factor is −(x1 + · · · + xr) ∈ −rx1 + Fp,
a contradiction since r ∈ K× and x1 /∈ K. Thus we have seen that L/K is Galois. To see
Gal(L/K) is abelian and killed by p, it suffices to note that the pairing Gal(L/K)×A→ Fp
has no kernel in Gal(L/K) and so Gal(L/K) is a subgroup of Hom(A,Fp).

We now explain why the map A → Gal(L/K)∨ = Hom(Gal(L/K),Fp) induced by the
pairing is an isomorphism in the case when both A and Gal(L/K) are finite. We have a
short exact sequence of Gal(L/K)-modules:

1→ Fp → L
℘−→ ℘(L)→ 1.

We obtain the long exact sequence:

1→ Fp → K
℘−→ K ∩ ℘(L) δ−→ H1(Gal(L/K),Fp)→ H1(Gal(L/K), L)→ · · ·

By Proposition 1.19.1, H1(Gal(L/K), L) is trivial. Since Gal(L/K) acts trivially on Fp, we
have H1(Gal(L/K),Fp) ∼= Hom(Gal(L/K),Fp). The cokernel of the map before δ is exactly

A. Thus δ induces an isomorphism A
∼−→ Gal(L/K)∨. Tracing the definitions we see that

this isomorphism agrees with the map induced by the pairing Gal(L/K)×A→ Fp.
We now discuss differentials and residues, with the ultimate goal of stating a duality

theorem (Fact 2.5.12) for the global function field K, which is a deep result entering the
proof of the Second Inequality as a black box. The main reference being cited in [AT09]
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for this material is Artin’s book [Art06]. A more modern reference is [Ser88]; see especially
Chapter II, which also contains a bibliographic note at the end.

Let F be a local function field of characteristic p, with residue field k = Fq. Recall that

for each choice of uniformizer t ∈ F , we have a canonical isomorphism k((t))
∼−→ F sending a

Laurent series to its convergent value in F . For such t, consider the 1-dimensional F -vector
space Fdt, where dt is a formal symbol and is a basis of the vector space. If s is another
uniformizer, we define an F -vector space isomorphism

it,s : Fdt
∼−→ Fds, dt 7→ dt

ds
ds.

Here, t is a Laurent series t(s) ∈ F ∼= k((s)) (in fact a power series without constant term),
and dt

ds denotes term-wise differentiation, i.e., if t =
∑
n≥1 ans

n then dt
ds =

∑
n≥1 nans

n−1.
If t, s, r are three uniformizers, then we have a commutative diagram

Fdt
it,s

||

it,r

""
Fds

is,r // Fdr

Thus we can compatibly identify the F -vector spaces Fdt for all choices of uniformizers t,
and we denote the resulting space by Ω̂F/k. We have a canonical k-linear map

d : F → Ω̂F/k, f 7→ df

dt
dt,

where t is any uniformizer, and df
dt again denotes term-wise differentiation of the Laurent

series f = f(t) ∈ F ∼= k((t)). This map is independent of the choice of t.

Exercise 2.5.2. In this exercise we show how to abstractly characterize the pair

(Ω̂F/k, d : F → Ω̂F/k).

Show that the OF -submodule OF dt of Ω̂F/k is independent of the choice of a uniformizer t.

Denote it by Ω̂OF /k. Show that d restricts to a map OF → Ω̂OF /k, and the pair

(Ω̂OF /k, d : OF → Ω̂OF /k)

is characterized by the following universal property:

• The OF -module Ω̂OF /k is mF -adically complete, (i.e., the natural map Ω̂OF /k →
lim←−n≥1

Ω̂OF /k/m
n
F Ω̂OF /k is an isomorphism), and d is a k-linear map satisfying

d(fg) = fdg + gdf ;
• For any pair (B, dB) consisting of an mF -adically complete OF -module M and a
k-linear map dB : OF → M satisfying dB(fg) = fdBg + gdBf , there is a unique

k-linear map ϕ : Ω̂OF /k → B such that dB = ϕ ◦ d.
Then show that we have a canonical identification Ω̂F/k ∼= F ⊗OF

Ω̂OF /k, and moreover

d : F → Ω̂F/k is given by d(f/g) = g−2 ⊗ (gdf − fdg) for f, g ∈ OF , g ̸= 0.

Definition 2.5.3. For any element ω ∈ Ω̂F/k, choose a uniformizer t and write ω =

(
∑
i≥n ait

i)dt, with ai ∈ k. Define the residue of ω to be a−1 ∈ k. We denote it by
Resω.

Lemma 2.5.4. The definition of the residue is independent of the choice of uniformizer.
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Proof. Let s be another uniformizer. Then

ω = (
∑
i≥n

ait
i)dt = (

∑
i≥n

ait(s)
i)
dt

ds
ds.

Clearly the coefficient of s−1 in (
∑
i≥0 ait(s)

i) dtds is 0 (since t(s) is a power series). Hence

we may assume ω = t−ndt for some n ≥ 1. We need to show that the coefficient of s−1 in
t(s)−n dtds is 1 for n = 1 and 0 for n ≥ 2.

Write t = su−1, with u ∈ O×
F . Then

t(s)−n
dt

ds
= s−nun

u− sduds
u2

.

Let

f(s) = un
u− sduds
u2

.

Thus we need to show that the coefficient of sn−1 is f is 1 for n = 1 and 0 for n ≥ 2. For
n = 1, we have f(s) = 1− su−1 du

ds and so f(0) = 1, as desired. For n ≥ 2, in anticipation of
a difficulty cased by positive characteristic, we lift the problem to characteristic zero in the
following way: Consider U(s) = b0 + b1s + b2s

2 + · · · ∈ R[[s]], where R = Z[b0, b1, · · · ] with
the bi’s being formal variables. Define

F (s) = Un−1 − Un−2s
dU

ds
∈ R[[s]].

Clearly U and F specialize to u and f , i.e., if we map R to k sending bi to the coefficients
of u, then the induced map R[[s]]→ k[[s]] sends U to u and F and f . It suffices to prove that
the coefficient A ∈ R of sn−1 in F (s) is 0. We have

(n− 1)!A =
dn−1

dsn−1

∣∣∣∣
s=0

F (s) =
dn−1

dsn−1

∣∣∣∣
s=0

(Un−1)− (n− 1)
dn−2

dsn−2

∣∣∣∣
s=0

(Un−2 dU

ds
).

This is zero since

(n− 1)(Un−2 dU

ds
) =

d

ds
(Un−1).

Hence A = 0 since multiplication by (n− 1)! is injective on R. (The last argument does not
work for k in place of R.) □

Exercise 2.5.5. Show that the pairing Ω̂F/k × F → k, (ω, f) 7→ Res(fω) induces an iso-

morphism from Ω̂F/k to the space of continuous k-linear maps F → k (where F has the
usual non-archimedean topology and k has the discrete topology).

If t, s are uniformizers of F , clearly dt/ds ∈ O×
F . Hence for any ω = fdt ∈ Ω̂F/k = Fdt,

the integer ord(f) depends only on ω, not on the choice of t. We define it to be the order
of ω, denoted by ord(ω).

Now let K be a global function field of characteristic p, with field of constants k (i.e., k is
the algebraic closure of Fp in K). Recall that K is of transcendence degree 1 over k, so one
can choose (non-canonically) an element t ∈ K which is transcendental over k, and realize
K as a finite extension of the field of rational functions k(t). This point of view is important
for the proofs of some of the facts discussed below, but we will not make too much use of it.

Let (ΩK/k, d) be the usual module of differentials, which is characterized as the initial
object among pairs (B, dB) where B is a K-vector space and dB is a k-linear map K → B
satisfying dB(fg) = fdBg + gdBf .

Fact 2.5.6. The following statements hold.
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(1) The K-vector space ΩK/k is one-dimensional.
(2) Let v ∈ VK , and write kv for the residue field of Kv. By the universal property of

(ΩK/k, d), there is a unique map i : ΩK/k → Ω̂Kv/kv making the following diagram
commute:

K �
� //

d

��

Kv

d
��

ΩK/k
i // Ω̂Kv/kv

The map i is injective. In particular, if t ∈ K is a local uniformizer at v (such t
clearly exists), then dt ∈ ΩK/k is a K-basis of ΩK/k.

(3) Let ω ∈ ΩK/k. Then for almost all v ∈ VK , we have ordv(ω) = 0, i.e., the image of

ω in Ω̂Kv/kv is of the form fvdtv for fv ∈ O×
Kv

and tv a local uniformizer.
(4) (Theorem of Residue.) Let ω ∈ ΩK/k. For v ∈ VK , denote by Resv(ω) ∈ kv the

residue of the image of ω in Ω̂Kv/kv . By (3), this vanishes for almost all v. We
have ∑

v∈VK

Trkv/k Resv(ω) = 0.

Remark 2.5.7. The above notions have the following geometric interpretations. Let X be
the smooth projective geometrically connected curve over k such that K = k(X). Then
ΩK/k is the space of global meromorphic differentials on X. The set VK of all places of

K is identified with the set of closed points of X. For v ∈ VK , Ω̂Kv/kv is the space of
meromorphic differentials defined on the formal disk centered at v which are holomorphic
away from v. The map i : ΩK/k → ΩKv/kv has the interpretation of restricting a global
meromorphic differential to a local formal disk. Fact (3) above corresponds to the fact that
any global differential has only finitely many zeros and poles.

Let t ∈ K be a uniformizer at some v ∈ VK . By (1) and (2) in Fact 2.5.6, for any
f ∈ K there is g ∈ K such that df = gdt, and moreover g can be computed as g = df/dt in
Kv
∼= kv((t)). As a consequence, taking derivative in kv((t)) preserves the subfieldK ⊂ kv((t)).

In the following exercise we directly prove this.

Exercise 2.5.8. Let k be a finite (or more generally, perfect) field.

(1) Show that the extension k((t))/k(t) is separable. Hint: Suppose f ∈ k((t)) is algebraic
and non-separable over k(t). Let F (X) ∈ k(t)[X] be the minimal polynomial of f .
Let f1(t) = f(tp) ∈ k((t)). Construct a polynomial F1(X) ∈ k(t)[X] of smaller degree
than F such that F1(f1) = 0. Then show the following fact: If a0(t), . . . , an(t) ∈ k[t]
are such that ∑

i

ai(t)f1(t)
i = 0,

then the same equation still holds if we modify each ai(t) by discarding all terms tj

for j coprime to p.
(2) Let f ∈ k((t)) be algebraic over k(t). Then df/dt is also algebraic over k(t), and

more precisely df/dt ∈ k(t)(f). (Hint: you should use the conclusion of (1).)

Exercise 2.5.9. Let s ∈ K be transcendental over k, so K is a finite extension of k(s).
Show that the extension K/k(s) is separable if and only if ds ̸= 0 in ΩK/k. (Hint: for the
“only if” direction, use Fact 2.5.6 (2) and the previous exercise.)
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Example 2.5.10. Let k be a finite field of characteristic p ̸= 2. Let P (X) ∈ k[X] and
assume that P (X) is not a square in k[X]. Let K = k(X)[Y ]/(Y 2 − P (X)). Then K is a
global function field (but the field of constants may be larger than k). Suppose there is an
element a ∈ k such that P (a) ̸= 0. Let t = X − a. Then

Y 2 = P (t+ a) = c0 + c1t+ · · ·+ cnt
n,

with ci ∈ k, c0 ̸= 0. Let

S(u) =

∞∑
i=0

(
1/2

i

)
ui ∈ k((u)).

Then S(u)2 = 1 + u, and in particular by differentiating both sides we have S′(u) =
(2S(u))−1. Let k′ = k(

√
c0), which is either k or a quadratic extension of k. We have a

k-algebra embeddingK ↪→ k′((t)) sending X to t+a and sending Y to
√
c0S(

c1
c0
t+· · ·+ cn

c0
tn),

which is indeed a well-defined element of k′((t)). Pulling back the valuation on k′((t)) to K,
we obtain a place v of K, and the element t = X − a ∈ K is a local uniformizer at v.

For any f ∈ K, df ∈ ΩK/k is a K-multiple of dt, and the multiplier in K can be computed
as df/dt inside k((t)). For instance,

dY

dt
=
√
c0S

′(
c1
c0
t+· · ·+cn

cn
tn)c−1

0 (c1+2c2t+· · ·+ncntn−1) = (2Y )−1(c1+2c2t+· · ·+ncntn−1),

which is indeed an element of K.

Example 2.5.11. Let k be a finite field and K = k(t), the function field of P1 over
k. Recall that the places of K correspond to non-zero prime ideals of k[t] and ∞. If v
corresponds to a non-zero prime ideal of k[t], or equivalently a monic irreducible polynomial
m(t) ∈ k[t], then ordv(f(t)/g(t)) is the exponent of m(t) in the irreducible factorization
of f(t) minus the similar number for g(t), for all f(t), g(t) ̸= 0 ∈ k[t]. If v = ∞, then
ordv(f(t)/g(t)) = deg g − deg f .

Consider ω = dt ∈ ΩK/k. If v corresponds to an irreducible m(t) ∈ k[t], then sv :=
m(t) ∈ K is a uniformizer at v, and in Kv

∼= kv((sv)) we have

dt

dsv
= (

dsv
dt

)−1 = (m′(t))−1 ∈ K×.

(Note that m′(t) ̸= 0 since m(t) is irreducible over k and k is perfect.) Moreover, m′(t) is
coprime to m(t) in k[t], so m′(t)−1 ∈ O×

Kv
. Hence Resv dt = 0.

For v =∞, a uniformizer is s = t−1. We have

dt

ds
= −s−2,

so Resv dt = 0. We have seen that ω = dt has zero residue everywhere. Note that∑
v ordv ω = −2. This property is independent of the choice of ω, since a different non-zero

element of ΩK/k differs by multiplication by some f ∈ K×, and by the product formula we
have

∑
v ordv(f) = 0.

We can now state the duality theorem for the global function field K. Define the pairing

⟨·, ·⟩ : ΩK/k × AK −→ k, (ω, (av)v) 7−→
∑
v∈VK

Trkv/k Resv(avω).

By Fact 2.5.6 (3), this is a finite sum. By Fact 2.5.6 (4), this pairing kills K ⊂ AK . It is
easy to see that the pairing induces a map

ΩK/k −→ {continuous k-linear maps AK → k}.
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Fact 2.5.12 (The duality theorem). The above map is an isomorphism.

Exercise 2.5.13. Prove injectivity. (Surjectivity is the deep part.)

Corollary 2.5.14. Let a = (av)v ∈ AK be such that ⟨ω, a⟩ = 0 for all ω ∈ ΩK/k. Then
a ∈ K.

Proof. Fix a non-zero ω0 ∈ ΩK/k. The map AK → k, b 7→ ⟨ω0, ab⟩ is clearly continuous and
k-linear. It kills K, since for b ∈ K we have ⟨ω0, ab⟩ = ⟨bω0, a⟩ = 0 by the hypothesis on a.
Thus there exists ω1 ∈ ΩK/k such that ⟨ω0, ab⟩ = ⟨ω1, b⟩ for all b ∈ AK . Write ω1 = λω0.
Then we have

⟨ω0, (λ− a)b⟩ = 0, ∀b ∈ AK .

For any v ∈ VK and bv ∈ Kv, we can choose b ∈ AK such that the component of b at v is bv
and such that ordw((λ− aw)bwω0) ≥ 0 for all w ∈ VK −{v}, because ordw((λ− aw)ω0) < 0
only for finitely many w (by Fact 2.5.6 (3)). Thus we conclude that for arbitrary bv ∈ Kv,
we have Trkv/k Resv(λ − av)bvω0 = 0. If av ̸= λ, then we have Trkv/k Resv cω0 = 0 for all
c ∈ Kv, which is clearly a contradiction since we can arrange Resv cω0 to be an arbitrary
element of kv. Hence av = λ. Since this holds for all v, we have a = λ ∈ K. □

In the proof of the Second Inequality, we need to consider a different pairing closely related
to ⟨·, ·⟩. Let v ∈ VK . Note that the formation of “log differential” K×

v → Ω̂Kv/kv , f 7→ f−1df
is a group homomorphism. We define the local pairing:

ϕv : Kv ×K×
v −→ Fp, (x, y) 7−→ Trkv/Fp

Res(xy−1dy).

This is a bi-additive map.

Lemma 2.5.15. The following statements hold.

(1) If x ∈ OKv
is such that ϕv(x, t) = 0 for a uniformizer t, then x ∈ ℘(Kv).

(2) For any x ∈ ℘(Kv), we have ϕv(x, y) = 0 for all y ∈ K×
v .

Proof. (1) By assumption, the constant term of x = x(t) ∈ OKv
∼= kv[[t]] is in the kernel

of Trkv/Fp
. By Exercise 2.5.16 below, we have x = bp − b + a1t + a2t

2 + · · · for b, ai ∈ kv.
Write x+ for a1t + a2t

2 + · · · . Since x+ ∈ mKv
, the infinite series −(x+ + xp+ + xp

2

+ + · · · )
converges to an element z ∈ Kv. Clearly z

p − z = x+. Hence x = ℘(b+ z).
(2) Exercise. □

Exercise 2.5.16. For any finite field Fq ⊃ Fp, we have ker(TrFq/Fp
) = ℘(Fq). (Prove this

either by counting or using cohomology.)

Exercise 2.5.17. Prove part (2) of Lemma 2.5.15 in the following steps.

(1) By bi-additivity, we may assume that y is either in k×v , or a uniformizer, or in
1 +mKv

. Prove in the first two cases.
(2) Let t be a uniformizer. Show that every element of 1 + mKv

can be written as an
infinite product

∏∞
i=1(1 + cit

i), with ci ∈ kv. Show that ϕv is continuous in the
second variable, and hence reduce to the case where y = 1 + cti for some i ≥ 1.

(3) Show that ϕv is continuous in the first variable, and hence reduce to the case where
x = ℘(atn) = aptpn − atn for some a ∈ kv, n ∈ Z.

(4) For x and y as above, show that ϕv(x, y) = 0. (Expand (1 + cti)−1 in a geometric
series.)
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Now define the global pairing

ϕ : K × A×
K −→ Fp, (x, (av)v) 7−→

∑
v

ϕv(x, av).

Note that ϕv(x, av) = 0 if x ∈ OKv
and av ∈ O×

Kv
, so the sum is finite. Clearly ϕ is

bi-additive.

Theorem 2.5.18. The kernel in K of the pairing ϕ is ℘(K). The kernel in A×
K of the

pairing ϕ is K×(A×
K)p. The pairing ϕ identifies the discrete group K/℘(K) and the compact

group A×
K/(K

×(A×
K)p) ∼= CK/C

p
K with the Pontryagin dual of each other.

Remark 2.5.19. Recall that the kernel C1
K of the idele norm CK → |k|Z is compact. It

easily follows that CK/C
p
K is compact.

Proof. We only show the first two statements, and leave the last statement as exercise.
Suppose x ∈ K lies in the kernel of the pairing ϕ. For every v ∈ VK such that x ∈ OKv

,
we can choose an idele a = (aw)w such that aw = 1 for w ̸= v and av is a uniformizer in Kv.
Then ϕ(x, a) = ϕv(x, av) = 0. By Lemma 2.5.15 (1), we have x ∈ ℘(Kv). In particular, v
splits in the Artin–Schreier extension K(℘−1(x))/K. Since this holds for infinitely many v,
by Corollary 2.3.6 we have K(℘−1(x)) = K, i.e., x ∈ ℘(K).

Conversely, ℘(K) ⊂ K lies in the kernel of ϕ by Lemma 2.5.15 (2).
Suppose a ∈ A×

K lies in the kernel of ϕ. Fix v0 ∈ VK and t ∈ K to be a uniformizer at v0.

Then dt is a K-basis of ΩK/k and a Kv-basis of Ω̂Kv/kv for every v ∈ VK . Define bv ∈ Kv

by
bvdt = a−1

v dav.

For almost all v, we have ordv(dt) = 0 (by Fact 2.5.6 (3)) and ordv(a
−1
v dav) ≥ 0, from which

it follows that bv ∈ OKv
. Hence b = (bv)v is an element of AK .

For all x ∈ K, we have

0 = ϕ(x, a) = Trk/Fp

(∑
v

Trkv/k Res(xa
−1
v dav)

)
= Trk/Fp

⟨xdt, b⟩.

Replacing x by x′x with x′ ∈ k arbitrary, we have

0 = Trk/Fp
⟨x′xdt, b⟩ = Trk/Fp

(x′⟨xdt, b⟩).
Hence ⟨xdt, b⟩ = 0. Since x is arbitrary, we have ⟨ω, b⟩ = 0 for all ω ∈ ΩK/k. Thus by

Corollary 2.5.14, we have b ∈ K. Now in Kv0
∼= kv0((t)), we have b = a−1

v0 dav0/dt.
We use the following general fact proved in [AT09, §VI.4.a]: Let E be a field and D :

E → E be an additive map satisfying D(fg) = fD(g) + gD(f) and such that for every
f ∈ E there exists n ≥ 1 such that Dn(f) = 0. Let F be a subfield of E stable under D.
Then an element of F can be written as y−1D(y) for some y ∈ E× if and only if it can be
written as y−1D(y) for some y ∈ F×.

Applying this fact to E = Kv0 = kv0((t)), F = K ⊂ E, and D = d/dt (which stabilizes K,
see Exercise 2.5.8, and clearly Dp = 0), we conclude that b = z−1dz/dt for some z ∈ K×.
It then follows that for every v ∈ VK , a−1

v dav = z−1dz. Let c = z−1a ∈ A×
K . It remains to

prove that c ∈ (A×
K)p. For every v ∈ VK , we have

dcv
cv

=
dav
av
− dz

z
= 0.

Hence if tv is a uniformizer inKv, then dcv/dtv = 0, i.e., the Laurent series in tv representing
cv is of the form

∑
i≥n eit

pi
v , ei ∈ kv. Since kv is a perfect field, this Laurent series is a p-th

power, i.e., cv ∈ (K×
v )

p. Hence c ∈ (A×
K)p as desired.



54 YIHANG ZHU

Finally, we show that K×(A×
K)p lies in the kernel of ϕ. By the theorem of residue, K×

lies in the kernel. Since the target Fp of ϕ is killed by p, (A×
K)p lies in the kernel. □

Exercise 2.5.20. Prove the last statement in Theorem 2.5.18.

By Artin-Schreier theory, the Pontryagin dual ofK/℘(K) is also identified with Gal(M/K),
where M/K is the maximal Artin–Schreier extension, namely M = K(℘−1(K)). Thus we
obtain a canonical isomorphism of topological groups

Φ : CK/C
p
K

∼−→ Gal(M/K).

Unraveling the definitions, we have the following concrete characterization of Φ. Let a ∈ A×
K

and y = ℘−1(x) ∈M with x ∈ K. Then

Φ(a)y = y + ϕ(x, a).

We need a last preparation before proving the Second Inequality.

Lemma 2.5.21. Let K be a global field of any characteristic. Let L/K,L′/K be two distinct
cyclic extensions of prime degree p inside Ks. Then there exist infinitely many v ∈ VK,f
which are split in L and non-split in L′.

Proof. Clearly L and L′ are linearly disjoint over K. Let M be the compositum LL′. Since
M/L is non-trivial, there are infinitely many places w of L which are non-split in M . We
can also require that w is over a place v which is unramified in M . Then since e(M/w) = 1
and g(M/w) < p, we have f(M/w) = p and g(M/w) = 1. Thus there is a unique place u
of M over w. Since Mu/Kv is unramified, Gal(Mu/Kv) is cyclic. But it is a subgroup of
Gal(M/K) ∼= Z/p×Z/p, so we must have [Mu : Kv] = p. Since f(u/w) = p, it follows that
Lw = Kv, i.e., v splits in L. Such v must be non-split in L′, as otherwise it would be split
in M contradicting with f(u/w) = p. □

Remark 2.5.22. Let L/K be a finite Galois extension of global fields. Are there always
infinitely many places of K which are split in L? Last semester we showed this for number
fields, by showing that the set S of such places of K (excluding the archimedean places) has
Dirichlet density

lim
s→1+

∑
v∈S |kv|−s

log 1
s−1

= [L : K]−1.

That argument involved three key ingredients:

(1) The Dedekind zeta function of any number field has meromorphic continuation to
ℜs > σ0 for some σ0 < 1, and it has a simple pole at s = 1.

(2) For s > 1/2, we have
∑
v∈VK,f

∑
m≥2m

−1|kv|−ms <∞, and similarly for L in place

of K.
(3) For s > 1/2, we have

∑
w∈VL,f ,f(w/K)>1 |lw|−s <∞, where lw is the residue field of

w.

All the above ingredients actually generalize to function fields L/K. For (1), the Dedekind
zeta function of K is still defined as ζK(s) =

∏
v∈VK

(1 − |kv|−s)−1, and it converges abso-
lutely for ℜs > 1 and has a meromorphic continuation to C with the only poles being simple
poles at 0 and 1. In fact, ζK(s) is the zeta function considered by Weil attached to the
smooth projective geometrically connected curve X/k for which K = k(X). Weil showed
that

ζK(s) =
P (|k|−s)

(1− |k|−s)(1− |k|1−s)
,
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where P is an integer coefficient polynomial of even degree. (Moreover, all complex roots of
P have absolute value |k|−1/2, so all zeros of ζK(s) satisfy ℜs = 1/2. The generalization of
this to the zeta functions of higher dimensional algebraic varieties over a finite field is the
famous “Riemann Hypothesis” among the Weil Conjectures, which was proved by Deligne.)
To show (2), we use the following bound as in the number field case: For any q ≥ 2,∑

m≥2

1

m
q−ms ≤

∑
m≥2

q−ms =
q−2s

1− q−s
≤ q−2s

1− 2−s
≤ C · q−2s,

where the constant C depends only on s, not on q. Then we use that K is a finite separable
extension of k(t), which implies that the number of v ∈ VK satisfying [kv : k] = n is less
than a constant plus a positive constant times the number of monic irreducible polynomials
over k of degree ≤ n. The last number is ≤ |k|n since every such polynomial is the minimal
polynomial of an element of the degree n extension of k. Hence for s > 1/2 we have∑

v

∑
m≥2

1

m
|kv|−ms ≤ C1

∑
n≥1

|k|n
∑
m≥2

1

m
|k|−nms ≤ C2

∑
n≥1

(|k|1−2s)n < +∞.

To show (3), again using the above estimate for the number of v ∈ VK with [kv : kn] = n,
we have∑
w∈VL,f(w/K)>1

|lw|−s ≤ C1

∑
v∈VK

|kv|−2s ≤ C2

∑
n≥1

|k|n|k|n(−2s) = C2

∑
n≥1

(|k|1−2s)n < +∞.

With all the three ingredients available, the rest of the argument is the same as in the
number field case, yielding that the set S of places of K which are split in L has Dirichlet
density lims→1+

(∑
v∈S |kv|−s

)
/ log 1

s−1 = [L : K]−1.

We now prove the remaining case of the Second Inequality.

Proof of Theorem 2.4.2 for characteristic p. Let H be the image of NL/KCL under Φ :

CK/C
p
K

∼−→ Gal(M/K). It suffices to prove [Gal(M/K) : H] = [MH : K] ≤ p, and
for this it suffices to prove that MH ⊂ L. Now MH is an Artin–Schreier extension of K,
so it is the compositum of some degree p cyclic extensions of K (of the form K(y) with
℘(y) ∈ K). It suffices to show that for any degree p cyclic extension L′ of K in M which is
different from L, we have L′ ̸⊂MH . Write L′ = K(y), with x = ℘(y) ∈ K. We need to find
a ∈ NL/KA×

L ⊂ A×
K such that Φ(a)y ̸= y, or equivalently ϕ(x, a) ̸= 0. By Lemma 2.5.21,

there exists a finite place v of K which is split in L, non-split in L′, and such that x ∈ OKv
.

Let a ∈ A×
K be the element whose coordinate at every w ̸= v is 1 and whose coordinate at

v is a uniformizer πv ∈ K×
v . Since v splits in L, we have a ∈ NL/KA×

L . It remains to check
that ϕ(x, a) ̸= 0. If not, then by Lemma 2.5.15 (1) we have x ∈ ℘(Kv), which contradicts
with the condition that v is non-split in L′. □

2.6. Analytic proof of the Second Inequality. There is a short analytic proof of the
Second Inequality (Theorem 2.4.2), at least for number fields, based on the elementary
properties of Weber L-functions established last semester. We explain the proof for number
fields below, and leave the reader to consider whether the proof can be generalized to function
fields. In this proof, the assumption that L/K has prime degree is irrelevant; it can be an
arbitrary finite Galois extension.

Recall that amodulus ofK is a formal product m =
∏
v∈VK

vev , where ev are non-negative

integers almost all of which are zero, and for v real (resp. complex) ev is only allowed to be
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0 or 1 (resp. only allowed to be 0). We have the open subgroup

Um =
∏

v|∞,v∤m

K×
v ×

∏
v|∞,v|m

Kv,>0 ×
∏

v∤∞,v∤m

O×
Kv
×

∏
v∤∞,v|m

(1 +mevKv
)

of A×
K , and moreover every open subgroup of A×

K contains a Um for some m. The ray class
group of modulus m is defined as

Clm(K) = A×
K/(K

×Um) = CK/Ūm,

where Ūm denotes the image of Um in CK . This has the ideal theoretic interpretation as the
quotient group of the group of fractional ideals coprime to m modulo the principal fractional
ideals generated by x ∈ K× satisfying:{

x ∈ Kv,>0, ∀v|∞, v|m;

x ∈ 1 +mevKv
, ∀v ∤∞, v|m

where ev is the exponent of v in m. Recall that Clm(K) is finite since it is both discrete
(because Um is open) and compact (because C1

K is compact, and the idele norm restricted
to Um is still surjective onto R>0).

For every character χ : Clm(K)→ C×, the Weber L-function is defined as

L(s, χ) =
∏
p∤m

(1− χ(p)N(p)−s)−1,

where p runs over prime ideals of OK coprime to m, and N(p) is the size of the residue field.
Last semester we showed that L(s, χ) has meromorphic continuation to ℜs > σ0 for some
σ0 < 1, and it is holomorphic at s = 1 for non-trivial χ and has a simple pole at s = 1
for the trivial χ. (Assuming class field theory, we furthermore showed that L(1, χ) ̸= 0 for
non-trivial χ, which is the key ingredient in the proof of the Chebotarev density theorem.
In the following we will not use this, so the proof is not circular.)

Analytic proof of Theorem 2.4.2 for number fields. By local class field theory we know that
NL/KA

×
L is an open subgroup of A×

K , so we can find a modulus m of K such that Um ⊂
NL/KA

×
L . Let H be the subgroup of Clm(K) generated by the prime ideals coprime to

m which are split in L. Every such prime ideal is an ideal norm from L, from which it
easily follows that the image of NL/KCL in Clm(K) = CK/Ūm contains H, and hence
[CK : NL/KCL] ≤ [Clm(K) : H]. Write n for [Clm(K) : H]. In the following we show that
n ≤ [L : K].

For two real functions f(s), g(s) defined on (1, 1+ ϵ) for some ϵ > 0, we write f(s) ∼ g(s)
if |f(s) − g(s)| is bounded as s → 1+. For every character χ : Clm(K) → C×, recall from
last semester that

logL(s, χ) ∼
∑
p∤m

χ(p)N(p)−s.

Taking the sum over all characters χ which are trivial on H, we obtain∑
χ:Clm(K)/H→C×

logL(s, χ) ∼ n
∑

p∤m,p∈H

N(p)−s.

For any non-trivial χ, we have either logL(s, χ) ∼ 0 if L(1, χ) ̸= 0, or logL(s, χ)→ −∞ as
s → 1+ if L(1, χ) = 0. For the trivial χ, we have logL(s, χ) ∼ log 1

s−1 since L(s, χ) has a
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simple pole at s = 1. Hence ∑
χ:Clm(K)/H→C×

logL(s, χ) = log
1

s− 1
+ g(s)

where g(s) is a function which is bounded from the above as s→ 1+. We conclude that

lim sup
s→1+

∑
p∤m,p∈H N(p)−s

log 1
s−1

≤ 1

n
.

On the other hand, the summation index set in the numerator contains the set S of primes
which are coprime to m and split in L. Last semester we showed that (cf. Remark 2.5.22)

lim
s→1+

∑
p∈S N(p)−s

log 1
s−1

= [L : K]−1.

Hence [L : K]−1 ≤ n−1, as desired. □

2.7. Consequences for the Brauer group. We have completed the proof of Theorem
2.4.1. Let L/K be a finite Galois extension of global fields, and write G for Gal(L/K). The

vanishing of Ĥ1(G,CL) immediately implies the following result.

Theorem 2.7.1 (Brauer–Hasse-Noether Theorem). The natural map

Ĥ2(G,L×) = Br(L/K) −→ Ĥ2(G,A×
L )
∼=
⊕
v

Br(Lw/Kv)

is injective. □

Here for each place v of K we choose a place w of L above v, which will be tacitly done
in the following. The above statement is classically known as the Brauer–Hasse–Noether
theorem. In terms of central simple algebras, it states that a central simple algebra B over
K is isomorphic to Mn(K) if and only if the Kv-algebra Kv ⊗K B is isomorphic to Mn(Kv)
for all places v of K.

We use invv to denote the canonical injection inv : Br(Lw/Kv) ↪→ Q/Z as well as the
composite map Br(L/K) → Br(Lw/Kv) ↪→ Q/Z. (For Lw/Kv = C/R, we define the
invariant Br(Lw/Kv) ↪→ Q/Z to be the unique isomorphism onto 1

2Z/Z, cf. Exercise 1.24.8.)
Thus by the Brauer–Hasse–Noether theorem we have an injection

⊕v invv : Br(L/K) ↪→
⊕
v

Q/Z.

Since each invv is compatible with inflation of local fields, it is easy to see that the above
map is compatible with inflation Br(L/K) ↪→ Br(L′/K) for L′/K finite Galois containing
L. Thus we obtain an injection

⊕v invv : Br(K) ↪→
⊕
v

Q/Z.

Later we will see that the image consists precisely of (tv)v satisfying
∑
v tv = 0.



58 YIHANG ZHU

Corollary 2.7.2. Let E/K be a finite separable extension. We denote places of E by w.
We have a commutative diagram

Br(K)

Res

��

⊕v invv //⊕
v Q/Z

��
Br(E)

⊕w invw //⊕
w Q/Z

where the vertical map on the right sends (tv)v to (uw)w with uw = [Ew : Kv]tv for w|v. In
particular, an element x ∈ Br(K) lies in the kernel of Res : Br(K) → Br(E) if and only if
for every v ∈ VK and w ∈ VL above v we have [Ew : Kv] invv(x) = 0 ∈ Q/Z.
Remark 2.7.3. If E/K is finite Galois, then the condition [Ew : Kv] invv(x) = 0 depends
only on v, not on w. In this case the kernel of Res : Br(K)→ Br(E) is Br(E/K) ⊂ Br(K).

Proof. In view of the functoriality of the local invariant with respect to restriction (Propo-
sition 1.22.2), it suffices to check that for each finite Galois extension L/K containing E the
following diagram commutes:

Ĥ2(Gal(L/K),A×
L )

Res
��

∼= //⊕
v Br(Lu/Kv)

(xv)7→(yw),yw=Res xv for w|v
��

Ĥ2(Gal(L/E),A×
L )

∼= //⊕
w Br(Lu′/Ew)

Here, for w|v, the chosen place u of L above v as in Br(Lu/Kv) may be different from the
chosen place u′ of L above w as in Br(Lu′/Kw) (as each place u of L can be only over one
place w of E, to be sure), but we have a canonical isomorphism7 Br(Lu/Kv) ∼= Br(Lu′/Kv)
and we use this to define the restriction map Res : Br(Lu/Kv)→ Br(Lu′/Ew).

We claim that the projection Ĥ2(Gal(L/K),A×
L )
∼=
⊕

v Br(Lu/Kv) → Br(Lu/Kv) is
equal to the composition

Ĥ2(Gal(L/K),A×
L )

Res−−→ Ĥ2(D(u/v),A×
L )

pru−−→ Ĥ2(D(u/v), L×
u ) = Br(Lu/Kv),

where the second map is induced by the projection pru : A×
L → L×

u . Indeed, the claim
follows easily from a fact about the Shapiro isomorphism in Exercise 2.7.4 below.

Note also that the composite map in the claim is independent of the choice of u (with
respect to the canonical isomorphism Br(Lu/Kw) ∼= Br(Lu′/Kw)), which again follows from
applying the fundamental fact mentioned in the footnote to the Gal(L/K)-module A×

L . Thus
by the claim (applied to both L/K and L/E) and by the transitivity property of restriction
maps, the desired commutative diagram follows from the following obvious commutative
diagram for u|w|v:

Ĥ2(D(u/v),A×
L )

pru //

Res
��

Ĥ2(D(u/v), L×
u )

Res
��

Ĥ2(D(u/w),A×
L )

pru // Ĥ2(D(u/w), L×
u )

7This results from the choice of any Kv-isomorphism Lu
∼−→ Lu′ ; the canonicity follows from the

following fundamental fact which can be checked easily by dimension shifting: Let G be a finite group and X

a G-module. For any g ∈ G, we have compatible isomorphisms G
∼−→ G, h 7→ ghg−1 and X

∼−→ X,x 7→ gx,

and so by transport of structure we obtain an automorphism of Ĥq(G,X). The fundamental fact is that
this automorphism is the identity.
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□

Exercise 2.7.4. Let G be a finite group and D a subgroup. Let X be a D-module. We
identify X with the subgroup [1]⊗X of IndGDX = Z[G]⊗Z[D]X. Then as an abelian group

we have a direct sum decomposition IndGDX =
⊕

g∈G/D g ·X. Let pr : IndGDX → X be the

projection to the direct factor indexed by 1. Show that pr is D-linear. Then show that the

Shapiro isomorphism Ĥq(G, IndGDX) ∼= Ĥq(D,X) is equal to the composition

Ĥq(G, IndGDX)
Res−−→ Ĥq(D, IndGDX)

pr−→ Ĥq(D,X).

Exercise 2.7.5. Let G be a finite group, H and D subgroups. For each i ∈ H\G/D, let
Di = iDi−1 ∩ H, which is a subgroup of H well-defined up to conjugation by H. Let X
be a D-module. For each i, let Xi be the Di-module whose underlying group is X and the
Di-action is induced by Di ↪→ D, g 7→ i−1gi. Let M = IndGDX. Show that as H-module we

have M ∼=
∏
i∈H\G/D IndHDi

Xi (“Mackey’s formula”), and we have a commutative diagram

Ĥq(G,M)
Res //

Shapiro∼=
��

Ĥq(H,M)
∼= // ∏

i∈H\G/D Ĥq(H, IndHDi
Xi)

∏
i Shapiro

∼=
��

Ĥq(D,X)

∏
i∈H\G/D Resi

// ∏
i∈H\G/D Ĥq(Di, Xi)

where Resi denotes restriction along Di ↪→ D, g 7→ i−1gi.

The following is another consequence of the vanishing of Ĥ1(G,CL).

Theorem 2.7.6 (Hasse Norm Theorem). Let L/K be a finite cyclic extension of global
fields. Then x ∈ K× lies in NL/KL

× if and only if x ∈ NLw/Kv
L×
w for all places v of K.

Proof. Let G = Gal(L/K). Since G is cyclic, we have Ĥ−1(G,CL) ∼= Ĥ1(G,CL) = 0. Hence
the natural map

Ĥ0(G,L×) = K×/NL/KL
× −→ Ĥ0(G,A×

L ) = A×
K/NL/KA×

L

is injective. To deduce the theorem, it remains to note that any x ∈ K× automatically
satisfies x ∈ NLw/Kv

O×
Lw

for almost all v, due to the surjectivity of NLw/Kv
: O×

Lw
→ O×

Kv

for unramified w|v. □

Example 2.7.7. Let L be a quadratic extension of K of the form L = K(
√
b) with b ∈

K× − (K×)2. Then an element a ∈ K× is a norm from L if and only if there are x, y ∈ K
such that x2 − by2 = a. Since b is not a square, this happens if and only if the equation
x2−by2−az2 = 0 has a non-trivial solution x, y, z ∈ K (non-trivial in the sense that at least
one of x, y, z is non-zero). Similarly, a is a norm from Lw if and only if the above equation has
a non-trivial solution in Kv. Since every non-degenerate quadratic form in three variables
Q(x, y, z) over K can be diagonalized, we conclude that for any such Q, it has a non-trivial
zero over K if and only if it has a non-trivial zero over Kv for all v ∈ VK . Later we will
generalize this statement to quadratic forms in an arbitrary number of variables, which is
called the Hasse principle.
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2.8. Proof of the Reciprocity Law. We had set out to verify the assumptions in Tate’s
theorem, namely that for any finite Galois extension L/K of global fields withG = Gal(L/K),

we have Ĥ1(G,CL) = 0 and Ĥ2(G,CL) ∼= Z/[L : K]. We have already achieved the first
but not yet the second. Once we know this, we can apply Tate’s theorem and obtain an

isomorphism Ĥq(G,Z) ∼−→ Ĥq+2(G,CL) for all q ∈ Z, and in particular for q = −2 obtain

the global Artin map CK/NL/KCL
∼−→ Gab. However, these goals are in fact stronger

than just proving the global Reciprocity Law (Theorem 2.1.1). In the following we take the
slightly different point of view, namely that the global Artin map is already determined by
the local Artin maps via local-global compatibility, and prove the reciprocity law directly,

without establishing the structure of Ĥ2(G,CL). In the meantime, we prove several state-
ments about the Brauer group, which we will later use to obtain a canonical isomorphism

Ĥ2(G,CL) ∼= Z/[L : K] and thereby finishing the program of checking the assumptions
in Tate’s theorem. We will then also show that the global Artin map provided by Tate’s
theorem agrees with the one provided by local-global compatibility, completing the logical
circle.

Observe that if the global Artin map exists as in the global reciprocity law and if the
local-global compatibility holds, then for every finite abelian extension L/K the composite
map

A×
K → CK

ψL/K−−−→ Gal(L/K)

must be given by the formula

(av) 7−→
∏
v

ψLw/Kv
(av).

Here ψLw/Kv
is the local Artin mapK×

v → Gal(Lw/Kv), and as usual we embed Gal(Lw/Kv)

canonically into Gal(L/K). Note that the product is finite, since ψLw/Kv
kills O×

Kv
whenever

Lw/Kv is unramified.
Since we already have the local Artin maps, we can actually use the above formula to

define the global Artin map ψ = ψL/K : A×
K → Gal(L/K). This is clearly a continuous

homomorphism. However, the condition that ψ factors through the quotient CK is non-
trivial to prove. We shall refer to this condition as the Artin reciprocity law, and prove it
in the sequel.

Before proving the Artin reciprocity law, we first note that it essentially implies the entire
Reciprocity Law (Theorem 2.1.1).

Lemma 2.8.1. Suppose ψL/K factors through CK . Then the induced map CK → Gal(L/K)
is surjective with kernel NL/KCL.

Proof. Surjectivity immediately follows from Corollary 2.3.6 (2) and the fact that for Lw/Kv

unramified ψLw/Kv
sends a uniformizer to the Frobenius. Since ψLw/Kv

has kernel NLw/Kv
L×
w ,

the kernel of ψL/K : CK → Gal(L/K) clearly contains NL/KCL. Hence ψL/K induces a
surjection CK/NL/KCL → Gal(L/K). By the Second Inequality (Theorem 2.4.1 (2)), the
size of the left hand side is not greater than the right hand side. Hence the kernel of
ψL/K : CK → Gal(L/K) must be NL/KCL. □

We shall prove the Artin reciprocity law together with another statement about the
Brauer group. We label the two statements:

(A) (Artin reciprocity law.) For every finite abelian extension L/K, the map ψL/K :

A×
K → Gal(L/K) defined by taking the product of the local Artin maps factors through

CK .
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(B) Every element x ∈ Br(K) satisfies
∑
v invv(x) = 0 ∈ Q/Z.

Lemma 2.8.2. For every finite abelian extension L/K, statement (B) for all elements
x ∈ Br(L/K) ⊂ Br(L) implies statement (A) for L/K. If L/K is cyclic, then the converse
holds.

Proof. Let L/K be a finite abelian extension. WriteG for Gal(L/K) andGv for Gal(Lw/Kv) ⊂
G. Write ψ for ψK : A×

K → G, and write ψv for ΨLw/Kv
: K×

v → Gv. Recall from

Lemma 1.24.3 that ψv has the following characterization: For every χ ∈ Ĥ1(Gv,Q/Z) =
Hom(Gv,Q/Z) and every av ∈ K×

v , we have

χ(ψv(av)) = invv(āv ∪ δχ) ∈ Q/Z.

Here āv denotes the image of av in K×
v /NLw/Kv

L×
w = Ĥ0(Gv, L

×
w), and δ : Ĥ

1(Gv,Q/Z)→
Ĥ2(Gv,Z) is attached to the short exact sequence 0→ Z→ Q→ Q/Z→ 0.

As we claimed in the proof of Corollary 2.7.2, the projection to the v-th component

Ĥ2(G,A×
L )
∼=
⊕

v Br(Lw/Kv)→ Br(Lw/Kv) is equal to the composite map

Ĥ2(G,A×
L )

Res−−→ Ĥ2(Gv,A×
L )→ Ĥ2(Gv, L

×
w).

Also, the restriction map Ĥ1(G,Q/Z) → Ĥ1(Gv,Q/Z) as in group cohomology is just the
usual restriction map Hom(G,Q/Z) → Hom(Gv,Q/Z). Hence using the compatibility of

cup product with restriction we compute: for a = (av)v ∈ A×
K and χ ∈ Ĥ1(G,Q/Z),

χ(ψ(a)) =
∑
v

χ|Gv
(ψv(av)) =

∑
v

invv(āv ∪ δχ|Gv
) =

∑
v

invv(ā ∪ δχ),

where ā ∈ Ĥ0(G,A×
L ), δχ ∈ Ĥ2(G,Q/Z), and so ā ∪ δχ ∈ Ĥ2(G,A×

L ) and we write invv
for the composition of the projection of Ĥ2(G,A×

L ) to Br(Lw/Kv) followed by the local
invariant map Br(Lw/Kv) ↪→ Q/Z. This formula for χ(ψ(a)) gives a characterization of ψ.

If (B) holds for all elements of Br(L/K), then for a ∈ K× ⊂ A×
K we obtain χ(ψ(a)) = 0

for all χ. It follows that ψ(a) = 1, so (A) holds.
Conversely, assume that L/K is finite cyclic and that (A) holds for L/K. In order to show

(B) for all elements of Br(L/K), it suffices to show that all such elements can be written

as ā ∪ δχ for some a ∈ K× and χ ∈ Ĥ1(G,Q/Z) (since by (A) we have χ(ψ(a)) = 0).

Since Ĥ2(G,Q) is killed by |G| and |G| is invertible in Q, we have Ĥ2(G,Q) = 0. Hence

Ĥ1(G,Q/Z) surjects onto Ĥ2(G,Z). Recall that the latter is a cyclic group of order |G| in
the current case of a cylic group G. Fix χ ∈ Ĥ1(G,Q/Z) such that δχ is a generator of

Ĥ2(G,Z). Recall that for every q ∈ Z and every G-module M , · ∪ δχ is an isomorphism

Ĥq(G,M)
∼−→ Ĥq+2(G,M). This shows that every element of Br(L/K) can be written in

the desired form. □

Lemma 2.8.3. We call an extension L/K good if it is a finite cyclic extension contained
in a cyclotomic extension of K in the number field case, or if it is of the form kn ⊗k K in
the function field case, where k denotes the constant field of K and kn denotes the degree n
extension of k. (In the latter case the extension is also cyclic.) We have

Br(K) =
⋃

L/K good

Br(L/K).

Proof. By Corollary 2.7.2, it suffices to show that for every finite subset S of VK,f and
m ∈ Z≥1, there exists a good extension L/K such that it is totally complex (i.e., every
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archimedean place of L is complex) and such that local degrees [Lw : Kv] of L over v ∈ S
are all divisible by m.

In the function field case, for any v ∈ VK such that kv ⊂ kn, there is a unique place of
kn ⊗k K above v and the local extension is unramified of degree [kn : kv]. Hence it suffices
to take n = m

∏
v∈S [kv : k].

In the number field case, if we can already do this for K = Q, then for general (K,S,m),
we find a good extension M/Q which is totally complex and whose local degree over every
prime p of Q below S is divisible by m · [K : Q]!. Let L = MK. This is a totally
complex good extension of K. For every w ∈ VL dividing v ∈ S and u ∈ VM , we have
[Lw : Kv] = [Lw : Qp]/[Kv : Qp], and this is divisible by m since the numerator is divisible
by [Mu : Qp] and the denominator is a divisor of [K : Q]!.

Thus we have reduced to the case K = Q. We claim that for every prime number q and
integer f ≥ 1, there exists a good extension L(q)′/Q whose degree is a power of q and whose
local degree at every p ∈ S is qf(p) for some f(p) ≥ f . Moreover, if q = 2, then L(q)′ can
be taken to be totally complex.

One we know the claim, we may assume that 2|m and write m =
∏t
i=1 q

fi
i where the

qi’s are distinct primes. Then for each i we find a good extension L(qi)
′/Q as above whose

degree is a power of qi and whose local degree at every p ∈ S is q
f(p)
i for some f(p) ≥ fi.

Let L = L(q1)
′ · · ·L(qt)′. Then L/Q satisfies the desired conditions.

It remains to prove the claim. First assume q is an odd prime. Let r ≥ 2 be a large
integer. Let L(q) = Q(ζqr ). Then Gal(L(q)/Q) ∼= (Z/qrZ)×. This is a cyclic group of order
(q−1)qr−1, and so it decomposes into the direct product of two cyclic groups Cq−1×Cqr−1 .

Let L(q)′ = L(q)Cq−1 . This is a good extension of Q of degree qr−1. For every prime p, the
local degree of L(q)′ at p is the local degree of L(q) at p divided by a number which is a
divisor of [L(q) : L(q)′] = q − 1. Note that the local degree of L(q) at p tends to infinity as
r → +∞. (To see this, either use the fact that this number is (q − 1)qr−1 when q = p (in
which case p is totally ramified) and is the order of p in (Z/qrZ)× when q ̸= p (in which
case p is unramified), or use the fact that every finite extension of Qp contains only finitely
many roots of unity, say by using the exponential map.) It follows that the local degree of
L(q)′ at p tends to infinity as r → +∞. The claim is proved in this case.

Now consider q = 2. Again let r be large and let L(2) = Q(ζ2r ). Then Gal(L(2)/Q) =
(Z/2rZ)×, and this has a direct product decomposition {±1} × H, where H = {x ∈
(Z/2rZ)× | x ≡ 1 mod 4} and H is cyclic of order 2r−2. (To see that H is cyclic, one

can for instance use the isomorphism exp : 4Z2
∼−→ 1 + 4Z2, and consider γ = exp(4).

We have exp(2kZ2) = 1 + 2kZ2 for all k ≥ 2, so (γ mod 2r) is a generator of H.) Let
L(2)′ = Q(ζ2r − ζ−1

2r ). By the exercise below, Gal(L(2)′/Q) ∼= H, so this is a good extension
of Q of degree 2r−2, and by the same argument as in the odd case, for each prime p the
local degree of L(2)′ over p tends to infinity as r → +∞. Note that L(2)′ is totally complex.
The claim is proved. □

Exercise 2.8.4. The natural map Gal(L(2)/Q) → Gal(L(2)′/Q) induces an isomorphism

H
∼−→ Gal(L(2)′/Q).

Theorem 2.8.5. Both statements (A) and (B) hold.

Proof. By Lemmas 2.8.2 and 2.8.3, we only need to prove statement (A) for a good extension
L/K. In the function field case, if L = kn ⊗k K, then Gal(L/K) is cyclic of order n
generated by Frobk, the Frobenius generator of Gal(kn/k). The extension L/K is unramified
everywhere, and moreover for every v ∈ VK the Frobenius Frobv ∈ Gal(L/K) is equal to
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Frob
[kv :k]
k . Hence for a ∈ K×, we have

ψL/K(a) =
∏
v

Frobordv(a)
v = Frob

∑
v ordv(a)[kv :k]

k ,

and this is 1 since

1 =
∏
v

∥a∥v =
∏
v

|k|−[kv:k] ordv(a).

Consider the number field case. For any finite Galois extension L′/K containing L/K,
we have a commutative diagram

Gal(L′/K)

����
A×
K

ψL/K //

ψL′/K
66

Gal(L/K)

which follows from the similar functoriality property of each local Artin map. Hence we
may replace L/K by a cyclotomic extension K(ζn)/K. Now we also have a commutative
diagram

A×
K

ψK(ζn)/K //

NK/Q

��

Gal(K(ζn)/K)� _

��
A×

Q
ψQ(ζn)/Q // Gal(Q(ζn)/Q)

which follows from the norm functoriality of local Artin maps. Since NK/Q maps K× ⊂ A×
K

into Q× ⊂ A×
Q , we reduce to the case where K = Q. It remains to prove that ψQ(ζn)/Q kills

Q× ⊂ A×
Q .

We have the canonical isomorphism Gal(Q(ζn)/Q) ∼= (Z/nZ)×, where µ ∈ (Z/nZ)×
corresponds to the automorphism ζn 7→ ζµn . Since the local Artin map agrees with the
explicit map given by Lubin–Tate theory, we know that for every prime p the local Artin map
ψp : Q×

p → Gal(Qp(ζn)/Qp) ⊂ (Z/nZ)× has the following description: Write n = pab with

p ∤ b, and we have (Z/nZ)× ∼= (Z/paZ)××(Z/bZ)×. For an arbitrary element x = ptu ∈ Q×
p

with t ∈ Z and u ∈ Z×
p , we have

ψp(x) = (u−1 mod pa, pt mod b) ∈ (Z/paZ)× × (Z/bZ)×.

Also ψ∞ is the sign map R× → {±1} ⊂ (Z/nZ)×. Using this, it is straightforward to check
that for every prime number l we have∏

v∈VQ

ψv(l) =
∏
p

ψp(l) = 1 ∈ (Z/nZ)×,

finishing the proof. □

At this point we have obtained the global Artin map ψL/K : CK → Gal(L/K) for
every finite abelian extension L/K, which we know satisfies local-global compatibility (by

design), and induces an isomorphism CK/NL/KCL
∼−→ Gal(L/K) (by Lemma 2.8.1). It is

compatible when we enlarge L since the local Artin map satisfies the similar property (which
we already used in the proof of Theorem 2.8.5 above), and so we obtain the desired global
Artin map ψK : CK → Gab

K , completing the proof of the global Reciprocity Law (Theorem
2.1.1) as well as local-global compatibility (Theorem 2.1.6).
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2.9. The second cohomology of the idele class group. Our goal is to show that there
is a canonical isomorphism

inv : Ĥ2(Gal(L/K), CL)
∼−→ 1

[L : K]
Z/Z

for every finite Galois extension L/K, thus finishing checking the assumptions in Tate’s
theorem.

To simplify notation, we write BrA(L/K) for Ĥ2(Gal(L/K),A×
L ), and write BrC(L/K)

for Ĥ2(Gal(L/K), CL). We already saw that BrA(L/K) is the direct sum of the local Brauer
groups. The main object of study is BrC(L/K).

Since Ĥ1(Gal(L/K),A×
L ) =

⊕
v Ĥ

1(Gal(Lw/Kv), L
×
w) = 0, the inflation map BrA(L/K)→

BrA(L
′/K) is injective for every pair of finite Galois extensions L/K,L′/K with L ⊂ L′.

Similarly, since Ĥ1(Gal(L/K), CL) = 0, the inflation map BrC(L/K) → BrC(L
′/K) is

injective. We thus define the “absolute versions”

BrA(K) := lim−→
L/K

BrA(L/K) =
⋃
L/K

BrA(L/K),

BrC(K) := lim−→
L/K

BrC(L/K) =
⋃
L/K

BrC(L/K).

By the exact sequence 1→ L× → A×
L → CL → 1 and the vanishing of Ĥ1(Gal(L/K), CL),

we have exact sequences

0→ Br(L/K)→ BrA(L/K)→ BrC(L/K),

0→ Br(K)→ BrA(K)→ BrC(K).

The map BrA(L/K)→ BrC(L/K) is not always surjective, but we will show that BrA(K)→
BrC(K) is surjective.

We set

R :=
⊕

v∈VK,real

1

2
Z/Z⊕

⊕
v∈VK,f

Q/Z.

On BrA(L/K) ∼=
⊕

v∈VK
Br(Lw/Kv) we have the local invariants, and altogether they give

an injective map ⊕
v

invv : BrA(L/K) ↪→ R,

whose image is
⊕

v
1

[Lw:Kv ]
Z/Z. This is compatible with inflation, so we obtain an injective

map ⊕
v

invv : BrA(K) ↪→ R.

We claim that it is also surjective. Indeed, for any finite subset S ⊂ VK,f and any m ≥ 1, we
showed in the proof of Lemma 2.8.3 that there exists a totally complex finite Galois extension
L/K whose local degrees over S are all divisible bym. For such L, the image

⊕
v

1
[Lw:Kv]

Z/Z
of BrA(L/K) ⊂ BrA(K) under

⊕
v invv contains RS,m :=

⊕
v∈VK,real

1
2Z/Z⊕

⊕
v∈S

1
mZ/Z.

But R is generated by RS,m for all choices of S and m. The desired surjectivity follows.
Let inv denote the composition

BrA(K)
⊕

v invv−−−−−→∼=
R

∑
v−−→ Q/Z.
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By statement (B) in Theorem 2.8.5, we have inv = 0 on the image of Br(K) → BrA(K).
Therefore, denoting by BrC(K)reg the image of BrA(K) → BrC(K), we have a canonical
map inv : BrC(K)reg → Q/Z.

By Lemma 2.8.3, we have Br(K) =
⋃
L/K good Br(L/K). Since the proof is by arguing

that there exists a good extension L/K killing all local invariants of an element, the same
proof also yields that BrA(K) =

⋃
L/K good BrA(L/K).

Proposition 2.9.1. The map inv : BrC(K)reg → Q/Z is an isomorphism.

Proof. Surjectivity follows from the surjectivity of
⊕

v invv : BrA(K)
∼−→ R and the obvious

surjectivity of
∑

: R→ Q/Z.
For injectivity, let x ∈ BrC(K)reg be such that inv(x) = 0. There is a good extension

L/K and an element y ∈ BrA(L/K) mapping to x, and by the definition of inv on BrC(K)reg
we have inv(y) = 0. Note that in general, the image of inv : BrA(L/K) → Q/Z is always
1
NZ/Z, where N is the least common multiple of all local degrees of L/K. For L/K a
good extension (or just a cyclic extension), in view of Corollary 2.3.6 (2) we must have
N = [L : K]. Hence in this case inv induces a surjection BrA(L/K)/Br(L/K)→ 1

[L:K]Z/Z,
implying that [BrA(L/K) : Br(L/K)] ≥ [L : K]. On the other hand we have an injection
BrA(L/K)/Br(L/K) → BrC(L/K), implying that [BrA(L/K) : Br(L/K)] ≤ |BrC(L/K)|,
and this is ≤ [L : K] by the second inequality. We conclude that Br(L/K) is exactly the
kernel of inv : BrA(L/K) → Q/Z, and so y ∈ Br(L/K). It then follows that x = 0, as
desired. □

Corollary 2.9.2 (The “fundamental exact sequence of global class field theory”). Let L/K
be a finite Galois extension, and let N be the least common multiple of the local degrees
[Lw : Kv]. Denote

R :=
⊕

v∈VK,real

1

2
Z/Z⊕

⊕
v∈VK,f

Q/Z.

We have a commutative diagram with exact rows and injective vertical maps, and the left
square is cartesian:

0 // Br(L/K)� _

��

⊕
v invv //⊕

v
1

[Lw:Kv ]
Z/Z

� _

��

∑
// 1
NZ/Z //
� _

��

0

0 // Br(K)

⊕
v invv // R

∑
// Q/Z // 0

Proof. We already know we have such a commutative diagram with injective vertical maps.
The fact that the left square is cartesian follows from the following observation: If x ∈ Br(K)
is such that invv(x) ∈ 1

[Lw:Kv ]
Z/Z for all v, then restriction to Br(L) kills all local invariants

of x and hence kills x, and so x ∈ Br(L/K).
For the exactness of both rows, only the condition that ker(Σ) ⊂ im(

⊕
v invv) for each

row is unknown. This condition for the first row follows from this condition for the second
row plus the fact that the left square is cartesian. It remains to check that the second row
is exact. Under the isomorphisms

⊕
v invv : BrA(K)

∼−→ R and inv : BrC(K)reg
∼−→ Q/Z,

this row is isomorphic to the exact sequence 0→ Br(K)→ BrA(K)→ BrC(K)reg → 0. □

Theorem 2.9.3. We have BrC(K)reg = BrC(K). For every finite Galois L/K, the re-

striction of inv : BrC(K)
∼−→ Q/Z to Br(L/K) induces an isomorphism BrC(L/K)

∼−→
1

[L:K]Z/Z.
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Proof. By the compatibility of local invariants with restriction and by the fact that
∑
w|v[Lw :

Kv] = [L : K], we have a commutative diagram

BrA(K)

Res

��

inv // Q/Z

[L:K]

��
BrA(L)

inv // Q/Z

Thus we also have a similar commutative diagram with BrA(·) replaced by BrC(·)reg. Let

Φ = ker(Res : BrC(K)reg → BrC(L)reg). Then inv : BrC(K)reg
∼−→ Q/Z restricts to an iso-

morphism Φ
∼−→ 1

[L:K]Z/Z. On the other hand we have Φ = BrC(K)reg∩BrC(L/K) since we

have the inflation-restriction exact sequence 0→ BrC(L/K)→ BrC(K)→ BrC(L) (coming
from the inflation-restriction exact sequences at finite stages, which are due to the vanishing
ofH1 of the idele class group). But by the Second Inequality we have |BrC(L/K)| ≤ [L : K],
so we must have BrC(L/K) = Φ, i.e., BrC(L/K) ⊂ BrC(K)reg. Since this holds for all L/K,
we have BrC(K)reg = BrC(K). □

We have finally verified the assumptions in Tate’s theorem. Let L/K be a finite Galois
extension, and let u = uL/K be the canonical generator of Br(L/K) such that inv(u) = 1.
Then Tate’s theorem yields that cupping with u is an isomorphism

Ĥq(Gal(L/K),Z) ∼−→ Ĥq+2(Gal(L/K), CL).

In particular, for q = 2 we obtain an isomorphism

Gal(L/K)ab
∼−→ CK/NL/KCL.

For L/K finite abelian, the global Artin map ψL/K : CK → Gal(L/K) which we de-
fined earlier using local-global compatibility satisfies the characterization χ(ψL/K(a)) =∑
v invv(ā ∪ δχ) = inv(ā ∪ δχ), as shown in the proof of Lemma 2.8.2. The inverse of the

isomorphism yielded by Tate’s theorem satisfies the same characterization, by the same ar-
gument as the proof of Lemma 1.24.3. Hence the two ways of defining the global Artin map
agree. Moreover, norm and transfer functoriality are proved in exactly the same way as in
local class field theory, using the above characterization of the global Artin map in terms of
inv and using the functoriality properties of inv. We leave the details to the reader.

At this point, all the desired statements in global class field theory are proved except the
Existence Theorem (Theorem 2.1.3).

2.10. Proof of the Existence Theorem. Let K be a global field. Our goal is to prove
Theorem 2.1.3. We follow [Mil20] to use the Norm Limitation Theorem to simplify the proof
in [CF+67, §VII.12]. The characteristic p case of the proof (more specifically, this case of
Lemma 2.10.8) is not found in either reference.

Definition 2.10.1. A subgroup of CK is called normic if it is of the form NL/K(CL) for a
finite abelian extension L/K.

By Remark 2.1.4, in order to prove Theorem 2.1.3 we only need to prove:

Theorem 2.10.2. Every finite index open subgroup of CK is normic.

Before proving Theorem 2.10.2, we first discuss a separate result, called the Norm Limi-
tation Theorem. This will simplify our proof and is itself an interesting result.
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The basic observation is the following: As we have already verified all assumptions in
Tate’s theorem, we know that for every finite Galois extension L/K (not necessarily abelian)
we have an isomorphism given by cupping with the fundamental class:

Ĥ−2(Gal(L/K),Z) ∼−→ CK/NL/K(CL).

But the left hand side is Gal(L/K)ab, and it depends only on the maximal abelian subex-
tension M/K inside L/K. In particular, if we replace L by M , then the left hand side does
not change. It easily follows that we have

NL/K(CL) = NM/K(CM ).

This phenomenon can be called “norm limitation”—it tells us that it is impossible to clas-
sify all finite Galois extensions L of K just by looking at NL/K(CL), as the latter cannot
distinguish between an extension and its maximal abelian subextension. By pushing this
idea slightly further, we get the following more general statement:

Theorem 2.10.3 (Norm Limitation Theorem). Let E/K be a finite separable extension.
Let M/K be the maximal abelian (Galois) subextension of E/K. Then NE/K(CE) =
NM/K(CM ).

Proof. Let L/K be a finite Galois extension containing E. Let G = Gal(L/K), H =
Gal(L/E). Since M/K is the maximal subextension of L/K which is abelian and con-
tained in E, Gal(L/M) is the smallest normal subgroup of G which contains [G,G] and H.
Note that [G,G]H is a normal subgroup of G, as it is the preimage of the image of H in
Gab. Hence Gal(L/M) = [G,G]H. It follows that we have a short exact sequence of abelian
groups

Hab i−→ Gab → Gal(M/K)→ 0,

where i is induced by the inclusion H ↪→ G and the second map is induced by the projection
G → Gal(M/K). On the other hand, by norm functoriality of the isomorphism given by
cupping with the fundamental class, we have a commutative diagram

Hab
∼= //

i

��

CE/NL/E(CL)

NE/K

��
Gab

∼= // CK/NL/K(CL)

Thus |CK/NE/K(CE)| = |Cok i| = |Gal(M/K)| = |CK/NM/K(CM )|. Hence NE/K(CE) =
NM/K(CM ) since we have NE/K(CE) ⊂ NM/K(CM ). □

Remark 2.10.4. The same proof also works for local fields. Thus for a finite sepa-
rable extension of local fields E/K with maximal abelian subextension M/K, we have
NE/K(E×) = NM/K(M×).

Example 2.10.5. Let E/K be a prime degree separable extension which is not Galois.
Then there is no non-trivial Galois extension of K inside E. Hence we have NE/KCE = CK
in the global case and NE/KE

× = K× in the local case.

We now prove three lemmas as preparation for proving Theorem 2.10.2.

Lemma 2.10.6. Let H be a subgroup of CK containing a normic subgroup. Then H is
normic.
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Proof. Let L/K be a finite abelian extension such that H ⊃ NL/KCL. Let H
′ be the image

of H/NL/KCL under the Artin isomorphism CK/NL/KCL
∼−→ Gal(L/K). Let E = LH

′
.

Then H is the kernel of the composite map CK → Gal(L/K)→ Gal(E/K). But this kernel
is NE/KCE , so H is normic. □

Lemma 2.10.7. Let K ′/K be a finite separable extension. Let H be a subgroup of CK such
that N−1

K′/K(H) is a normic subgroup of CK′ . Then H is normic.

Proof. Let L/K ′ be a finite abelian extension such that N−1
K′/K(H) = NL/K′CL. Then

H ⊃ NK′/K(NL/K′CL) = NL/KCL. Since L/K is a finite separable extension, NL/KCL is
a normic subgroup of CK by Theorem 2.10.3. It then follows from Lemma 2.10.6 that H is
normic. □

Lemma 2.10.8. Let H be an open subgroup of CK of index a prime p. If p ̸= char(K), we
assume that K ⊃ µp. Then H is normic.

Proof. The proofs in the two cases char(K) ̸= p and char(K) = p both refer back to some
key results established during the proof of the Second Inequality in the respective case.

First consider the case char(K) ̸= p andK ⊃ µp. Let S be a finite subset of VK containing
VK,∞ and all places dividing p and such that A×

K = K×A×
K,S . (See the discussion below Fact

2.3.4.) Up to enlarging S, we may also assume that the inverse image of H in A×
K contains∏

v∈S{1}×
∏
v/∈S O

×
Kv

. (Here we used the openness of H.) Let M = K( p
√
a, a ∈ O×

K,S), and

let E =
∏
v∈S(K

×
v )

p×
∏
v/∈S O

×
Kv
⊂ A×

K , with image Ē in CK . Thus by our last assumption

on S we have H ⊃ Ē. Now by exactly the same arguments as in the proof of Theorem 2.4.2
in the char(K) ̸= p case (see §2.4), we have Ē ⊂ NM/KCM and [CK : Ē] = p|S|. (Roughly
speaking, one specializes that proof to the case L =M and T = ∅.) But we also know that
[CK : NM/KCM ] = [M : K] and this is p|S| by Kummer theory. Hence Ē = NM/KCM .

Since H ⊃ Ē, H is normic by Lemma 2.10.6.
Now consider the case char(K) = p. Recall from §2.5 that we have a canonical iso-

morphism of topological groups Φ : CK/C
p
K

∼−→ Gal(M/K), where M/K is the maximal
Artin–Schreier extension. In the proof of Theorem 2.4.2 in the char(K) = p case (see the
end of §2.5), we showed that for any degree p extension L/K inside M/K, if R denotes the
image of (NL/KCL)/C

p
K under Φ, then MR = L or K. Now we know that NL/KCL has

index p > 1 in CK , so R ⊊ Gal(M/K) and MR = L. Therefore R = Gal(M/L). Now
Φ(H/CpK) is an open index p subgroup of Gal(M/K) by our assumption on H. Hence it is
of the form Gal(M/L) for some degree p extension L/K insideM . By what we just recalled,
Φ((NL/KCL)/C

p
K) = Gal(M/L) = Φ(H/CpK). It follows that H = NL/KCL. □

Proof of Theorem 2.10.2. We prove by induction on n ≥ 1 that for every global field K and
every open subgroup H of CK of index ≤ n, H is normic. If [CK : H] = 1, there is nothing
to prove. Suppose [CK : H] > 1. Take a prime p dividing [CK : H]. If char(K) ̸= p and
K does not contain the primitive p-th roots of unity, let K ′ = K(ζp). Since K ′/K is finite

separable, by Lemma 2.10.7 we can replace (K,H) by (K ′, H ′ = N−1
K′/K(H)). Note that

[CK′ : H ′] ≤ [CK : H]. If we have strict inequality, then the proof is finished by induction
hypothesis. Thus we may assume that [CK′ : H ′] = [CK : H].

In conclusion, we have reduced to the case where there is a prime p dividing [CK : H]
and either char(K) = p or char(K) ̸= p and K ⊃ µp. Since CK/H is a finite abelian
group of order divisible by p, there is an index p subgroup H1 of CK containing H. Since
H is open, so is H1. By Lemma 2.10.8, there is a finite abelian extension L/K such that
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H1 = NL/KCL. Let H ′ = N−1
L/K(H). Then we have an injection NL/K : CL/H

′ ↪→ CK/H,

whose image is H1/H. Thus [CL : H ′] = [H1 : H] = [CK : H]/p, so by induction hypothesis
H ′ is normic in CL. Then by Lemma 2.10.7 H is normic. □

3. Applications

3.1. Hasse principle for quadratic forms. We would like to study the problem of rep-
resenting numbers by quadratic forms. Let K be a field of characteristic different from 2,
which for us will be either a global or local field. Let Q(X1, . . . , Xn) be a homogeneous
quadratic polynomial

∑
i,j aijXiXj over K, and let c ∈ K. The question is whether the

equation

Q(X1, . . . , Xn) = c

has a solution x1, . . . , xn ∈ K such that xi are not all zero. (The last requirement is to rule
out the trivial solution in the case c = 0.) When there is such a solution we say that the
quadratic form Q represents c.

We first recall the notion of a quadratic form.

Definition 3.1.1. Let K be a field. A quadratic form Q on a finite dimensional K-vector
space V is a function Q : V → K satisfying:

(1) Q(av) = a2Q(v) for all a ∈ K, v ∈ V .
(2) The map B(v, w) = Q(v + w)−Q(v)−Q(w) is a bilinear form on V (i.e., a linear

map V ⊗K V → V ). We call it the bilinear form associated with Q.

If B is non-degenerate, then we call Q non-degenerate. Two quadratic forms Q,Q′ on
V are said to be equivalent, if there is a K-linear automorphism ϕ : V → V such that
Q(v) = Q′(ϕ(v)) for all v ∈ V . We also call the pair (V,Q) a quadratic space.

Remark 3.1.2. We have B(v, v) = Q(2v)− 2Q(v) = 2Q(v). Hence if charK ̸= 2 then Q is
uniquely determined by B by Q(v) = 1

2B(v, v). We will only focus on this case, and hence
the theory of quadratic forms is equivalent to the theory of bilinear forms.

We will often fix a basis {e1, . . . , en} of V and then think of a quadratic form Q on V as
a homogeneous quadratic polynomial Q(X1, . . . , Xn), i.e.,

Q(X1, . . . , Xn) := Q(X1e1 + · · ·+Xnen) ∈ K[X1, . . . , Xn].

This polynomial is well defined up to an invertible linear change of variables

Xi =
∑
j

aijX
′
j , (aij) ∈ GLn(K).

We will call two homogeneous quadratic polynomials related by such a change of variables
equivalent. Note that two quadratic forms Q and Q′ on V are equivalent if and only if the
equivalence class of quadratic polynomials associated with Q is the same as that associated
with Q′. In the following, we will not distinguish between an equivalence class of quadratic
forms with an equivalent class of homogeneous quadratic polynomials. Since for most of the
time we will only consider quadratic forms up to equivalence, the vector space V is of minor
importance and will often be omitted.

The following result is well known from linear algebra:

Lemma 3.1.3. If charK ̸= 2, then up to equivalence every quadratic form can be written
as Q(X1, . . . , Xn) = a1X

2
1 + · · ·+ anX

2
n for ai ∈ K.

Proof. We know every bilinear form can be diagonalized. □
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From now on, we always assume that charK ̸= 2.

Definition 3.1.4. We say a quadratic form Q on V represents c ∈ K if there exists v ∈
V − {0} such that Q(v) = c. Equivalently, there exist x1, . . . , xn ∈ K not all zero such that
Q(x1, . . . , xn) = c.

Clearly the set of c ∈ K represented by Q depends only on the equivalence class of Q.

Remark 3.1.5. A quadratic form Q on an n-dimensional vector space is degenerate if
and only if in the diagonal form Q(X1, . . . , Xn) = a1X

2
1 + · · · + anX

2
n at least one ai

is zero. Suppose this is the case. Up to reordering assume a1, . . . , ak are non-zero and
ak+1 = · · · = an = 0. Then we can view Q as a non-degenerate quadratic form in k variables
Q′(X1, . . . , Xk) = a1X

2
1 + · · ·+akX2

k . Clearly, an element c ∈ K× is represented by Q if and
only if it is represented by Q′. However, whether 0 is represented is changed: The original
degenerate Q always represents 0 since Q(0, . . . , 0, 1, . . . , 1) = 0 (with the first k variables
being 0), but the new non-degenerate form Q′(X1, . . . , Xk) may or may not represent 0
(since by our definition representing 0 means Q′(x1, . . . , xk) = 0 for x1, . . . , xk ∈ K not all
zero). Thus in the study of whether a quadratic form represents 0 the degenerate case is
uninteresting. Without any loss of generality, we shall exclusively consider non-degenerate
quadratic forms in the study of the representation problem.

We have the following observation:

Lemma 3.1.6. A non-degenerate quadratic form Q over K represents 0 if and only if it
represents all c ∈ K.

Proof. Let B(v, w) be the associated bilinear form. Suppose Q(v) = 0 for v ∈ V − {0}. For
w ∈ V and t ∈ K, we have

Q(tv + w) = Q(tv) +Q(w) +B(tv, w) = t2Q(v) +Q(w) + tB(v, w) = Q(w) + tB(v, w).

Since B is non-degenerate and v ̸= 0, we can find w ∈ V −{0} such that B(v, w) ̸= 0. Then
letting t = B(v, w)−1(c−Q(w)), we obtain Q(tv + w) = c. □

Example 3.1.7. The quadratic form X2 − Y 2 represents 0 since 12 − 12 = 0. Hence it
represents all c ∈ K. Indeed, ( c+1

2 )2 − ( c−1
2 )2 = c.

The following lemma reduces the question of whether a non-degenerate quadratic form
represents a particular c ∈ K to the question of whether a (possibly different) non-degenerate
quadratic form represents 0.

Lemma 3.1.8. A non-degenerate quadratic form Q(X1, . . . , Xn) represents c ∈ K× if
and only if the non-degenerate quadratic form in n + 1 variables R(X1, . . . , Xn, Y ) =
Q(X1, . . . , Xn)− cY 2 represents 0.

Proof. IfQ(x1, . . . , xn) = c, thenR(x1, . . . , xn, 1) = 0. Conversely, assumeR(x1, . . . , xn, y) =
0 with {x1, . . . , xn, y} not all zero. If y = 0, then Q(x1, . . . , xn) = R(x1, . . . , xn, y) = 0, and
xi are not all zero. Thus Q represents 0, and so by Lemma 3.1.6 it represents c. If y ̸= 0,
then from Q(x1, . . . , xn) = cy2 we obtain Q(x1/y, . . . , xn/y) = c, and xi/y are not all zero
since c ̸= 0. □

Example 3.1.9. In the field K, −1 is a square if and only if the quadratic form X2

represents −1, and by the above lemma this is equivalent to the condition that X2 + Y 2

represents 0.
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In order to study whether a non-degenerate quadratic form Q represents 0, we may
write Q in diagonal form and also multiply it by an element of K× to assume that one
of the coefficients is 1. Thus without loss of generality we may assume Q(X1, . . . , Xn) =
X2

1 + a2X
2
2 + . . . + anX

2
n. (By non-degeneracy, every ai ∈ K×.) For n ≤ 4, whether such

Q represents 0 is decided by whether a certain field element is a square or a norm from an
extension, as follows:

Lemma 3.1.10. Let b, c, d ∈ K×.

(1) (n = 1.) The quadratic form X2
1 does not represent 0.

(2) (n = 2.) The quadratic form X2
1 − bX2

2 represents 0 if and only if b ∈ (K×)2.
(3) (n = 3.) The quadratic form X2

1 −bX2
2 −cX2

3 represents 0 if and only if c is a norm

from K(
√
b).

(4) (n = 4.) The following statements are equivalent:
(a) The quadratic form X2

1 − bX2
2 − cX2

3 + cdX2
4 represents 0.

(b) c can be written as c1c2 where c1 ∈ K× is a norm from K(
√
d) and c2 ∈ K×

is a norm from K(
√
b).

(c) c lies in the image of the norm map K(
√
b,
√
d)× → K(

√
bd)×.

(d) The quadratic form X2
1 − bX2

2 − cX2
3 , viewed as a non-degenerate quadratic

form in three variables over K(
√
bd), represents 0.

Proof. Only (4) is non-obvious. The equivalence between (c) and (d) follows from (3). We
prove (4) only under the assumption that b and d are non-squares in K. (The other cases
are easier and left to the reader.)

Suppose x1, . . . , x4 ∈ K are not all zero and x21 − bx22 − cx23 + cdx24 = 0, i.e.,

x21 − bx22 = cx23 − cdx24.

If x21− bx22 and cx23− cdx24 are both 0, then by our assumption that b and d are non-squares
we have x1 = x2 = x3 = x4 = 0, a contradiction. Hence x21 − bx22 and cx23 − cdx24 are both
non-zero. Then

c = (x1 − bx22)(x23 − dx24)−1,

and these two factors are norms from K(
√
b) and K(

√
d) respectively. Hence (a) implies

(b). The above arguments can be reversed, so (b) also implies (a).

It remains to prove that (b) is equivalent to (c). If bd is a square, then K(
√
b,
√
d) =

K(
√
b) = K(

√
d) and K(

√
bd) = K, so (b) and (c) are trivially equivalent. Assume that bd

is not a square. Then we have Gal(K(
√
b,
√
d)/K) = {1, σ, τ, στ}, where

σ(
√
b) = −

√
b, σ(

√
d) =

√
d,

τ(
√
b) =

√
b, τ(

√
d) = −

√
d.

A general element of K(
√
b,
√
d) is of the form

r + s
√
b+ t

√
d+ u

√
bd

with r, s, t, u ∈ K and its norm to K(
√
bd) = K(

√
b,
√
d){1,στ} is

(r + s
√
b+ t
√
d+ u

√
bd)(r − s

√
b− t
√
d+ u

√
bd) = r2 − s2b− t2d+ u2bd+ (2ru− 2st)

√
bd

If we set t = u = 0, then we obtain r2−s2b, which is a general element of NK(
√
b)/K(K(

√
b)).

Similarly, setting s = u = 0 we obtain a general element of NK(
√
d)/K(K(

√
d)). Hence (b)
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implies (c). Conversely, assume (c). Then since c ∈ K, by the above computation we know
that c is of the form

c = r2 − s2b− t2d+ u2bd

with r, s, t, u ∈ K and ru = st (since the term (2ru− 2st)
√
bd must be zero).

If u = 0, then one of s, t is 0, so c is either a norm from K(
√
d) or a norm from K(

√
b),

and we have proved (b).
Assume u ̸= 0. Then r = u−1st, and we compute

(s2 − u2d)(t2 − u2b) = s2t2 − s2u2b− t2u2d+ u4bd = u2c.

Set c1 = (s/u)2 − d ∈ NK(
√
d)/K(K(

√
d)) and c2 = (t/u)2 − b ∈ NK(

√
b)/K(K(

√
b)). Then

c = c1c2, so (b) holds. □

Exercise 3.1.11. Prove Lemma 3.1.10 (4) when at least one of b and d is a square.

Lemma 3.1.12 (Weak approximation). Let K be a global field, and S a finite subset of
VK . Let Uv be a non-empty open subset of K×

v for each v ∈ S. Then there exists x ∈ K×

such that x ∈ Uv ⊂ K×
v for all v ∈ S.

Proof. Without loss of generality we may assume that S ⊃ VK,∞. Recall that
∏′
v∈VK−S K

×
v

has dense image in CK . Hence the open subset
∏
v∈S Uv ×

∏
v/∈S O

×
Kv
⊂ A×

K contains an

element of the form xa, where x ∈ K× and a is an idele whose coordinates at all v ∈ S are
1. It follows that x ∈ Uv for all v ∈ S. □

Theorem 3.1.13 (Hasse Principle). Let Q be a non-degenerate quadratic form in n ≥ 2
variables over a global field K whose characteristic is not 2. Then Q represents 0 over K if
and only if Q represents 0 over Kv (i.e., Q(x1, . . . , xn) = 0 for some xi ∈ Kv not all zero)
for all v ∈ VK .

Proof. The “only if” direction is trivial. For the “if” direction, when n = 2, 3, 4, by Lemma
3.1.10 we know that whether Q represents 0 depends on whether a certain element of K or
K(
√
bd) is a square or a norm from a quadratic extension K(

√
b)/K or K(

√
b,
√
d)/K(

√
bd).

Such a problem satisfies local-global principle. Indeed, for being a square, suppose b ∈ K×

is not a square in K. Then K(
√
b)/K is a non-trivial quadratic extension and hence there

are infinitely many places of K which are non-split in K(
√
b) by Corollary 2.3.6. For such

a place v, b cannot be a square in Kv.
8 For being a norm from a cyclic extension, we have

local-global principle by the Hasse Norm Theorem (Theorem 2.7.6). Therefore the “if”
direction holds.

For n ≥ 5, we prove the “if” direction by induction. We may assume that Q is in diagonal
form, and write

Q(X1, . . . , Xn) = a1X
2
1 + a2X

2
2 − P (X3, . . . , Xn)

where P is a non-degenerate quadratic form in n − 2 variables. Write P (X3, . . . , Xn) =∑n
i=3 biX

2
i , with all bi ∈ K×. If v ∈ VK is such that P does not represent 0 over Kv, then

the three-variable non-degenerate b3X
2
3 +b4X

2
4 +b5X

2
5 does not represent 0 over Kv, and by

Lemma 3.1.10 v is a place where −b5/b3 ∈ K× is not a local norm from K(
√
−b4/b3). We

conclude that the set S of v ∈ VK such that P does not represent 0 over Kv is finite. Let
v ∈ S. By assumption Q represents 0 over Kv, so there exist x1(v), x2(v) ∈ Kv such that
z(v) := a1x1(v)

2 + a2x2(v)
2 is non-zero and P represents z(v) over Kv. Since z(v)(K×

v )
2

is an open neighborhood of z(v) in K×
v (since the characteristic is not 2), there exist an

8This is an “easy case” of the Grunwald–Wang theorem discussed last semester.
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open neighborhood Uv of x1(v) and Vv of x2(v) such that for all r ∈ Uv and s ∈ Vv we
have a1r

2 + a2s
2 ∈ z(v)(K×

v )
2. By Lemma 3.1.12, we find x1, x2 ∈ K× such that x1 ∈ Uv

and x2 ∈ Vv for all v ∈ S. Let z = a1x
2
1 + a2x

2
2. Then z ∈ z(v)(K×

v )
2 for all v ∈ S,

and so P represents z over Kv for all v ∈ S, thanks to the fact that P represents z(v). For
v /∈ S, P represents 0 over Kv by the definition of S, and so by Lemma 3.1.6 P represents all
elements of Kv over Kv. Hence P represents z over all Kv. Equivalently, the (n−1)-variable
P (X3, . . . , Xn)− zY 2 represents 0 over all Kv (see Lemma 3.1.8). By induction hypothesis,
P (X3, . . . , Xn) − zY 2 represents 0 over K, or equivalently, P represents z over K. Thus
P (x3, . . . , xn) = z for some x3, . . . , xn ∈ K not all zero. Then we have

Q(x1, . . . , xn) = z − z = 0.

□

Corollary 3.1.14. Let Q be a non-degenerate quadratic form over a global field K whose
characteristic is not 2, and let c ∈ K. Then Q represents c over K if and only if it represents
c over Kv for all v ∈ VK .

Proof. This follows from Theorem 3.1.13 and Lemma 3.1.8. □

The Hasse Principle reduces the problem of representing 0 over a global field to repre-
senting 0 over a local field. For the latter problem we have the following result.

Proposition 3.1.15. Let Q be a non-degenerate quadratic form in n variables over a local
field K of whose characteristic is not 2.

(1) If K = C, then Q represents 0.
(2) If K = R, then Q represents 0 if and only if it is indefinite, i.e., if Q = a1X

2
1 +

· · ·+ anX
2
n then there is at least one positive ai and one negative ai.

(3) (“Local Four Square Theorem”) Let K be non-archimedean. If n = 4, then Q
represents all elements of K×. If n ≥ 5, then Q represents 0 and hence all elements
of K.

Proof. Only (3) is non-trivial. The first statement easily implies the second. We prove the
first statement. Without loss of generality, we may assume that Q is of the form

Q(X1, X2, X3, X4) = X2
1 − bX2

2 − cX2
3 + cdX2

4 .

Denote

Nb := NK(
√
b)/K(K(

√
b)×), Nd := NK(

√
d)/K(K(

√
d)×)

Assume that Q does not represent every element of K×. Then by Lemma 3.1.8, Q does not
represent 0. By Lemma 3.1.10, c /∈ Nb · Nd. It immediately follows that b and d are not
squares in K.

If K(
√
b) ̸= K(

√
d), then by local class field theory Nb and Nd are two distinct index 2

subgroups of K×, and it follows that Nb ·Nd = K×, contradicting with c /∈ Nb ·Nd. Hence
K(
√
b) = K(

√
d), or equivalently, b ≡ d mod (K×)2. Hence we may assume that b = d (by

rescaling X4). Write N for Nb = Nd. Then

Q(x1, x2, x3, x4) = (x21 − bx22)− c(x23 − bx24), x21 − bx2, x23 − bx24 ∈ N.

Thus it is clear that the set E of all elements of K represented by Q is

E = {α− cβ | α, β ∈ N ∪ {0}, not both zero}.

By our assumption, E does not contain K×.
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We have already seen that c /∈ Nb · Nd, i.e., c /∈ N . Since [K× : N ] = 2, we have
K× = N ⊔ cN . If −1 ∈ N , then E ⊃ N ∪ cN = K×, a contradiction. Hence −1 /∈ N .

We claim that N + 1 ⊂ N . Suppose not. Let α ∈ N be such that α + 1 /∈ N . Since
−1 /∈ N , we have α ̸= −1, i.e., α + 1 ̸= 0. It follows that α + 1 ∈ cN since K× = N ⊔ cN .
Write α+ 1 = cγ with γ ∈ N . Then for any u ∈ N we have

−u = αu− cγu ∈ E.

Hence E contains N ∪ (−N), which is K× since −1 /∈ N . A contradiction. The claim is
proved.

Since N is an open subgroup of K× (by the local reciprocity law), it contains 1+mrK for
sufficiently large r. Assume K is over Qp. Then N contains 1− pr ∈ Z<0. By adding 1’s to
it and for pr − 2 times and using the claim, we have −1 ∈ N , a contradiction. Assume that
charK = p > 0. Then −1 = p− 1 = 1 + 1 + · · ·+ 1 ∈ N by the claim, a contradiction. □

Corollary 3.1.16. Let Q be a non-degenerate quadratic form in n ≥ 5 variables over a
global field K whose characteristic is not 2. Then Q represents 0 if and only if for every
real place v of K, Q is indefinite over Kv. □

Example 3.1.17. For any c ∈ Q>0, the non-degenerate quadratic form X2
1 +X2

2 +X2
3 +

X2
4 − cX2

5 over Q is indefinite over R, and hence it represents 0. Thus c can be written
as the sum of four squares in Q. Similarly, for any quadratic form P (X1, · · · , X4) over Q
which is not negative definite over R, every c ∈ Q>0 can be represented by P over Q.

3.2. Hilbert symbol. Fix an integer m ≥ 2. Let K be a local field whose characteristic is
coprime to m, and assume that K ⊃ µm. Let M be the maximal Kummer extension of K
in Ks with respect to m, i.e., M = K( m

√
a, a ∈ K). Then by Kummer theory we have the

pairing

K×/(K×)m ×Gal(M/K) −→ µm, (a, σ) 7−→ σ m
√
a

m
√
a

(which is perfect in the sense of Pontryagin duality). We pre-compose this pairing with the
local Artin map ψK : K×/(K×)m → Gal(M/K) (this factors through K×/(K×)m since the
target is killed by m), and obtain the bi-multiplicative pairing

(·, ·)K,m : K×/(K×)m ×K×/(K×)m −→ µm, (a, b) 7−→ ψK(b) m
√
a

m
√
a

.

This is called the Hilbert symbol with respect to m. For simplicity we just write (·, ·)K .

Lemma 3.2.1. For a, b ∈ K×, we have (a, b)K = 1 if and only if b lies in NL/K(L×) with

L = K( m
√
a).

Proof. Since L is generated by m
√
a, we have (a, b)K = 1 if and only if ψL/K(b) = 1 ∈

Gal(L/K). But the kernel of ψL/K : K× → Gal(L/K) is NL/K(L×). □

Example 3.2.2. For m = 2, we have (a, b)K = 1 if and only if the quadratic form aX2 +
bY 2 − Z2 represents 0, by Lemmas 3.2.1 and 3.1.10. Note that this condition is symmetric
in a and b. Since (a, b)K takes values only ±1, we conclude that (a, b)K = (b, a)K for all
a, b ∈ K×. We will soon generalize this for general m. If m = 2 and K = R, by the above
condition in terms of quadratic form, we see that (a, b)K = −1 if and only if a < 0 and
b < 0.

Lemma 3.2.3. For a, b ∈ K×, we have (a, b)K = 1 if a+ b ∈ (K×)m ∪ {0}.
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Proof. Write a+b = cm with c ∈ K. Let L = K( m
√
a). We need to show that b ∈ NL/K(L×).

Let H be the subgroup of K×/(K×)m generated by a. Fix a primitive m-th root of unity
ζ. The pairing H × Gal(L/K) → µm from Kummer theory is perfect. It follows that
Gal(L/K) is cyclic, and there exists a generator σ of Gal(L/K) such that σ m

√
a/ m
√
a = ζd,

where d = m/|H|. Then

b = cm − a =

m−1∏
i=0

(c− ζi m
√
a) =

d−1∏
i=0

m
d −1∏
j=0

(c− ζi+dj m
√
a)

=

d−1∏
i=0

|H|∏
j=0

(c− ζiσj m
√
a) =

d−1∏
i=0

NL/K(c− ζi m
√
a) ∈ NL/K(L×).

□

Proposition 3.2.4 (Anti-symmetry of Hilbert symbol). We have (a, b)K(b, a)K = 1.

Proof. By Lemma 3.2.3, we have (x,−x)K = 1 for all x ∈ K×, and therefore by bi-
multiplicativity we have

1 = (ab,−ab) = (a, (−a)b)(b, a(−b)) = (a,−a)(a, b)(b, a)(b,−b) = (a, b)(b, a).

□

Example 3.2.5. For m = 2, we have (a, b)K = (b, a)K .

Proposition 3.2.6 (Product formula). Let K be a global field of characteristic coprime to
m and containing µm. For all a, b ∈ K×, we have (a, b)Kv,m for almost all v, and∏

v∈VK

(a, b)Kv,m = 1.

Proof. Let L = K( m
√
a). By the Local Reciprocity Law, the image of b ∈ K× under the local

Artin map ψv : K×
v → Gal(Lw/Kv) ⊂ Gal(L/K) is trivial if and only if b ∈ NLw/Kv

(L×
w),

and by Lemma 3.2.1 this is equivalent to (a, b)Kv
= 1. Let S be the set of places of K

satisfying these conditions. Then VK−S is finite. By the Artin reciprocity law, i.e. statement
(A) in Theorem 2.8.5, we have

∏
v∈VK−S ψv(b) = 1. On the other hand this Galois element

sends m
√
a to ( ∏

v∈VK−S
(a, b)K

)
m
√
a =

( ∏
v∈VK

(a, b)K

)
m
√
a.

□

3.3. Classification of quadratic forms over local and global fields. We are interested
in classifying all non-degenerate quadratic forms over a local or global field (of characteristic
not 2) up to equivalence. Equivalently, we would like to classify non-degenerate quadratic
spaces (V,Q) up to isometry (i.e. vector space isomorphisms preserving the quadratic forms).
In the following, we will call the dimension of V the rank of Q, and we assume that all fields
have characteristic not 2.

The first result is that the classification satisfies local-global principle.

Theorem 3.3.1 (Hasse–Minkowski). Let Q,Q′ be non-degenerate quadratic forms over a
global field K. Then Q and Q′ are equivalent over K if and only if they are equivalent over
Kv for all v ∈ VK .
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For the proof, we need a special case of Witt’s theorem. First we discuss orthogonal
decomposition. In an Euclidean space V (i.e., positive definite quadratic space over R), for
any subspace U we have an orthogonal decomposition V = U ⊕U⊥. However this may not
hold in a general non-degenerate quadratic space. Let (V,Q) be a non-degenerate quadratic
space over a field K whose characteristic is not 2. Let B be the associated bilinear form.
For any subspace U ⊂ V , define the orthogonal complement

U⊥ := {v ∈ V | B(u, v) = 0,∀u ∈ U}.

Then Q|U is a non-degenerate quadratic form on U if and only if U ∩ U⊥ = 0, if and
only if V = U ⊕ U⊥. When this is the case, we call U a non-degenerate subspace. In
this case, U⊥ is also non-degenerate, so we have decomposed V into the orthogonal direct
sum of two smaller non-degenerate quadratic spaces. For instance, if {e1, . . . , en} is an
orthogonal basis and 1 ≤ i ≤ n, then U = span{e1, . . . , ei} is a non-degenerate subspace
with U⊥ = span{ei+1, . . . , en}.

Note that V contains a degenerate subspace if and only if Q represents 0. Indeed, if
U ⊂ V is a degenerate subspace, then any v ∈ U ∩ U⊥ satisfies Q(v) = 0. Conversely, if
v ∈ V − {0} is such that Q(v) = 0, then span{v} is a degenerate subspace.

If we have two non-degenrate quadratic spaces (V,Q), (V ′, Q′) and orthogonal decompo-
sitions V = U ⊕ U⊥, V ′ = U ′ ⊕ (U ′)⊥, then for V to be isometric to V ′ it suffices that U is
isometric to U ′ and U⊥ is isometric to (U ′)⊥.

Lemma 3.3.2 (Special case of Witt’s theorem). Let v, w ∈ V be such that Q(v) = Q(w) ̸= 0.
Then there exists an isometry between the non-degenerate quadratic spaces v⊥ and w⊥.

Proof. We have Q(v+w)+Q(v−w) = 4Q(v) ̸= 0, so at least one of Q(v+w) and Q(v−w)
is non-zero. Up to replacing w by −w, we may assume that Q(v − w) ̸= 0. Consider the
reflection along v − w:

s : V −→ V, u 7→ u− B(u, v − w)
Q(v − w)

(v − w).

In terms of the orthogonal decomposition V = ⟨v −w⟩ ⊕ (v −w)⊥, the operator s is −1 on
⟨v−w⟩ and the identity on (v−w)⊥. Clearly s is an isometry. We check that it sends v to
w.9 We compute

Q(v − w) = Q(v) +Q(w)−B(v, w) = 2Q(v)−B(v, w) = B(v, v)−B(v, w) = B(v, v − w).

Hence

s(v) = v − B(v, v − w)
B(v, v − w)

(v − w) = v − (v − w) = w

as desired. Since s : V → V is an isometry sending v to w, it restricts to an isometry
v⊥

∼−→ w⊥. □

Exercise 3.3.3. Prove the general form of Witt’s theorem: Let (V,Q), (V ′, Q′) be two
isometric non-degenerate quadratic spaces over a field of characteristic not 2. Let U ⊂ V and
U ′ ⊂ V ′ be non-degenerate subspaces, and assume that there is an isometry (U,Q|U )

∼−→
(U ′, Q′|U ′). Then there is an isometry (U⊥, Q|U⊥)

∼−→ ((U ′)⊥, Q′|(U ′)⊥).

9The geometric intuition is that v, w, v − w are the three sides of an equilateral triangle with v and w

the equal sides. Hence reflection along the direction v − w must send v to w.
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Proof of Theorem 3.3.1. The “only if” direction is obvious. We prove the “if” direction.
If Q and Q′ have rank 0, then there is nothing to prove. Assume that they have rank
n ≥ 1. Since Q is non-degenerate, it represents some a ∈ K× over K. Then Q′ represents
a over Kv for all v, and so by Corollary 3.1.14 Q′ represents a over K. Let V, V ′ be the
K-vector spaces of Q,Q′. Thus there exist v ∈ V and v′ ∈ V ′ such that Q(v) = Q′(v′) = a.
The quadratic spaces v⊥ and (v′)⊥ over K are isometric over Kv for all v by Lemma
3.3.2. Then by induction on the rank, v⊥ and (v′)⊥ are isometric over K. It follows that
V and V ′ are isometric over K using the orthogonal decompositions V = ⟨v⟩ ⊕ v⊥ and
V ′ = ⟨v′⟩ ⊕ (v′)⊥. □

We now classify quadratic forms over a local field. Over C, all non-degenerate quadratic
forms of the same rank are equivalent. Over R, we have Sylvester’s theorem stating that
every non-degenerate quadratic form is equivalent to X2

1 + · · · +X2
p − Y 2

1 − · · · − Y 2
q for a

unique pair (p, q) ∈ Z2
≥0, called the signature. In the following consider a non-archimedean

local field K (whose characteristic is not 2).
For a non-degenerate quadratic form Q =

∑n
i=1 aiX

2
i over K, we define two invariants:

• Discriminant : d(Q) =
∏
i ai ∈ K×/(K×)2.

• Hasse invariant : ϵ(Q) =
∏

1≤i<j≤n(ai, bi)K ∈ {±1}. Here (·, ·)K = (·, ·)K,2 :

K×/(K×)2 ×K×/(K×)2 → {±1} is the Hilbert symbol with respect to 2.

To see that the discriminant is well defined (i.e., independent of the choice of an orthogonal
basis), note that it is nothing but 2−n detA, where A is the matrix of the bilinear form
B associated to Q under the chosen orthogonal basis of V . If we change basis, then A
is replaced by P tAP for some P ∈ GLn(K), and we have det(P tAP ) = det(P )2 detA =
detA ∈ K×/(K×)2. Clearly this works for any field K whose characteristic is not 2.

To see that the Hasse invariant is well defined, we need the following lemma:

Lemma 3.3.4. Let (V,Q) be a non-degenerate quadratic space over a field K whose char-
acteristic is not 2. Assume that dimV ≥ 3. Let B and B′ be two orthogonal bases of V .
Then there exists a chain B0 = B,B1, . . . ,Bt = B′, where each Bi is an orthogonal basis of
V , and for every i the two bases Bi and Bi+1 share at least one common element.

Proof. We write B ∼ B′ if the conclusion of the lemma holds. Write B = {e1, . . . , en},B′ =
{e′1, . . . , e′n}.

Case 1: There exists 1 ≤ i ≤ n such that P = span{e1, e′i} is a two-dimensional non-
degenerate subspace. Without loss of generality, assume i = 1. We have V = P ⊕ P⊥, and
P⊥ is also non-degenerate. Let C be an orthogonal basis of P⊥. Since Q(e1) and Q(e′1)
are non-zero, we can extend e1 to an orthogonal basis {e1, u} of P , and extend e′1 to an
orthogonal basis {e′1, v} of P . Then we have (noting that C ̸= ∅)

B ∼ {e1, u} ∪ C ∼ {e′1, v} ∪ C ∼ B′.

Case 2: For all 1 ≤ i ≤ n, span(e1, e′i) is either one-dimensional or degenerate. Let B be
the bilinear form associated with Q. Then our assumption concretely means that

B(e1, e1)B(e′i, e
′
i) = B(e1, e

′
i)

2.

Note that the left hand is non-zero, so B(e1, e
′
i) ̸= 0.

We claim that there exists x ∈ K such that ex := e′1 + xe′2 satisfies Q(ex) ̸= 0 and
span{e1, ex} is two-dimensional and non-degenerate. We have

2Q(ex) = B(ex, ex) = B(e′1, e
′
1) + x2B(e′2, e

′
2),
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so the condition Q(ex) ̸= 0 rules out at most two values of x. For span{e1, ex} to be
two-dimensional and non-degenerate, we need

B(e1, e1)B(ex, ex)−B(e1, ex)
2 ̸= 0.

We compute that the left hand side is equal to

B(e1, e1)[B(e′1, e
′
1) + x2B(e′2, e

′
2)]− [B(e1, e

′
1) + xB(e1, e

′
2)]

2

= B(e1, e
′
1)

2 + x2B(e1, e
′
2)

2 − [B(e1, e
′
1) + xB(e1, e

′
2)]

2 = −2xB(e1, e
′
1)B(e1, e

′
2).

Since B(e1, e
′
i) ̸= 0, for the above to be non-zero we only rule out x = 0. In conclusion, the

conditions in the claim only rule out at most three values of x. If K is a field having at
least four elements, then we are done. The only remaining case is when K = F3 (since its
characteristic is not 2), which we leave as an exercise.

Now let x be as in the claim. Since ex ∈ span{e′1, e′2} and Q(ex) ̸= 0, we can extend
ex to an orthogonal basis {ex, u} of span{e′1, e′2}. Since span{e1, ex} is two-dimensional
non-degenerate, by Case 1 already proved above, we have

B ∼ {ex, u, e′3, . . . , e′n}.

Since n ≥ 3 we have {ex, u, e′3, . . . , e′n} ∼ B′. Hence B ∼ B′. □

Exercise 3.3.5. Prove the claim in the above proof for K = F3.

Proposition 3.3.6. The Hasse invariant is well defined.

Proof. If the rank of Q is 2, then ϵ(Q) = 1 if and only if Q represents 1 (see Example 3.2.2).
This property is intrinsic to Q, independent of the choice of a basis. Assume the rank is
at least 3. By Lemma 3.3.4, we only need to compare the definitions under two orthogonal
bases of (V,Q) of the form {e1, e2, . . . , en} and {e′1 = e1, e

′
2, . . . , e

′
n}. Let ai = Q(ei) and

a′i = Q(e′i). Thus we need to check that

A :=
∏
i<j

(ai, aj)K

is equal to

A′ :=
∏
i<j

(a′i, a
′
j)K .

We have

A =
∏
j≥2

(a1, aj)K ·
∏

2≤i<j

(ai, aj)K = (a1, d(Q)/a1)K
∏

2≤i<j

(ai, aj)K .

Similarly,

A′ = (a1, d(Q)/a1)K
∏

2≤i<j

(a′i, a
′
j)K

(since a1 = a′1). Thus it suffices to prove that∏
2≤i<j

(ai, aj)K =
∏

2≤i<j

(a′i, a
′
j)K .

But the two sides are the definitions of the Hasse invariant of the non-degenerate quadratic
space e⊥1 under the two bases {e2, . . . , en} and {e′2, . . . , e′n}. By induction on the rank, the
Hasse invariant is well defined for e⊥1 , so the two sides agree. □
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Lemma 3.3.7. Let Q be a non-degenerate quadratic form over a non-archimedean local
field K of rank n. Let b ∈ K×. Then whether Q represents b depends only on the quadruple
(b, n, d(Q), ϵ(Q)). More precisely, we have:

(1) For n = 1, Q represents b if and only if b = d(Q) ∈ K×/(K×)2.
(2) For n = 2, Q represents b if and only if (b,−d(Q))K = ϵ(Q).
(3) For n = 3, Q represents b if and only if either b ̸= −d(Q), or b = −d(Q) and

(−1,−d(Q))K = ϵ(Q). (Here the equality b = −d(Q) is understood inside K×/(K×)2.)
(4) For n ≥ 4, Q always represents b.

Proof. In the proof we write (·, ·) for the Hilbert symbol (·, ·)K . The case n = 1 is obvious.
Let n = 2. Write Q = a1X

2
1+a2X

2
2 . Then Q represents b if and only if b/a1 = x21+(a2/a1)x

2
2

for some x1, x2 ∈ K, if and only if b/a1 is a norm from K(
√
−a2/a1), if and only if

(b/a1,−a2/a1) = 1.

We have
(b/a1,−a2/a1) = (b,−a1a2)(a1,−a1)(a1, a2) = (b,−d(Q))ϵ(Q).

Hence Q represents b if and only if (b,−d(Q)) = ϵ(Q).
Let n = 3. Let c ∈ K×. Clearly Q represents b if and only if cQ represents cb. We check

that the condition
b = −d(Q)⇒ (−1,−d(Q)) = ϵ(Q)

is also invariant under simultaneously scaling Q and b. Write Q = a1X
2
1 + a2X

2
2 + a3X

2
3 .

Then

ϵ(cQ) = (ca1, ca2)(ca1, ca3)(ca2, ca3) = (ca1, c
2a2a3)(ca2, ca3)

= (ca1, a2a3)(ca2, ca3) = (c, a2a3)(a1, a2a3)(c, c)(c, a3)(a2, c)(a2, a3)

= (c, a2a3)
2(c, c)ϵ(Q) = (c, c)ϵ(Q).

We have
d(cQ) = c3d(Q) = cd(Q).

Hence b = −d(Q) if and only if cb = −d(cQ). Also (−1,−d(cQ)) = (−1,−cd(Q)) =
(−1, c)(−1,−d(Q)). This is equal to ϵ(cQ) if and only if (−1,−d(Q)) = ϵ(Q), because
(c, c) = (−c, c)(−1, c) = (−1, c).

Hence to prove the lemma for n = 3 we may simultaneously scale Q and b. Thus we may
assume that Q is of the form X2

1 − cX2
2 + cdX2

3 for some c, d ∈ K×. Then Q represents b if
and only if the non-degenerate rank 4 quadratic form X2

1 − cX2
2 + cdX2

3 − bX2
4 represents 0.

By Lemma 3.1.10, this holds if and only if c = c1c2 for c1 ∈ Nd := NK(
√
d)/K(K(

√
d)×) and

c2 ∈ Nb := NK(
√
b)/K(K(

√
b)×). We have d(Q) = −d. If b ̸= −d(Q), then either Nb and Nd

are two distinct index 2 subgroups of K×, or at least one of them is equal to K×, so in any
case we have c ∈ NdNb = K×. Suppose b = −d(Q). Then Nb = Nd, so Q represents b if and
only if c ∈ Nd, if and only if (c, d) = 1. But ϵ(Q) = (−c, cd) = (−c, c)(−c, d) = (−c, d) =
(−1, d)(c, d). So ϵ(Q) = (−1,−d(Q)) if and only if (c, d) = 1, if and only if Q represents b.

The case n ≥ 4 is already proved in Proposition 3.1.15. □

Exercise 3.3.8 (Theorem of three squares for rationals). Let b ∈ Q>0. Using Corollary
3.1.14 and Lemma 3.3.7, prove that the following are equivalent:

(1) b cannot be written as x2 + y2 + z2 for x, y, z ∈ Q.
(2) b ∈ −1 · (Q×

2 )
2 ⊂ Q×

2 .
(3) b is of the form 4k uv with k ∈ Z, and u, v odd integers such that uv−1 ≡ 7 (mod 8).
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Hint: One can use the product formula to compute (−1,−1)Q2 .

Exercise 3.3.9 (Theorem of three squares for integers). Suppose b ∈ Z≥1 can be written
as the sum of three squares in Q. Show that it can be written as the sum of three squares
in Z in the following steps:

(1) Consider S = {x ∈ R3 | x · x = b}. Suppose there is a point x ∈ S ∩ Q3 and
x /∈ Z3. Then there exists z ∈ Z3 such that (x − z) · (x − z) < 1. For such z, we
have (x − z) · x ̸= 0, and so the line through x and z meets S in another point x′.
We must have x′ ∈ Q3.

(2) If d ∈ Z≥1 is such that dx ∈ Z3, then d′ := d(x − z) · (x − z) satisfies: d′ ∈ Z,
1 ≤ d′ < d, and d′x′ ∈ Z3. (Hint: find a formula for x′ in terms of x and z.)

(3) Conclude that if S ∩Q3 ̸= ∅ then S ∩ Z3 ̸= ∅.
As an application, prove Gauss’ theorem that every positive integer n can be written as

3∑
i=1

ni(ni + 1)

2
, ni ∈ Z≥0

by applying the theorem of three squares to 8n + 3. Also show that every positive integer
is either a sum of three squares in Z, or the sum of three squares in Z plus a power of 4.
(This is a more refined version of the usual theorem of four squares for integers.)

Theorem 3.3.10. Let Q,Q′ be two non-degenerate quadratic forms over a non-archimedean
local field K of rank n. Then Q and Q′ are equivalent if and only if d(Q) = d(Q′) and
ϵ(Q) = ϵ(Q′).

Proof. We have already seen the “only if” direction. We prove the “if” direction. If n = 0
then there is nothing to prove. Suppose n ≥ 1. By Lemma 3.3.7, Q and Q′ represent some
common b ∈ K×, i.e., there exist v ∈ (V,Q) and v′ ∈ (V ′, Q′) such that Q(v) = Q′(v′) = b.

Let Q̂ = Q|v⊥ . Extend v to an orthogonal basis {v, e2, . . . , en} of V , and let ai = Q(ei).

Then d(Q) = b
∏
i≥2 ai = bd(Q̂), and

ϵ(Q) =
∏
i≥2

(b, ai)K ·
∏

2≤i<j

(ai, aj)K = (b, d(Q)/b)K · ϵ(Q̂).

Let Q̂′ = Q′|(v′)⊥ . Then a similar computation as above yields

d(Q̂′) = d(Q̂), ϵ(Q̂′) = ϵ(Q̂).

By induction on the rank, from the above we know that v⊥ is isometric to (v′)⊥. It follows
that (V,Q) is isometric to (V ′, Q′). □

To complete the classification over K, we need to determine which pairs

(d, ϵ) ∈ K×/(K×)2 × {±1}

can be realized as the invariants of a non-degenerate quadratic form of rank n.

Proposition 3.3.11. Let K be a non-archimedean local field. Let d ∈ K×/(K×)2 and
ϵ ∈ {±1}.

(1) (d, ϵ) are the invariants of a rank 1 form if and only if ϵ = 1.
(2) (d, ϵ) are the invariants of a rank 2 form if and only if (d = −1⇒ ϵ = 1).
(3) For any n ≥ 3, (d, ϵ) are the invariants of a rank n form.
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Proof. (1) If Q is a rank 1 form, then ϵ(Q) = 1 by definition. Conversely, for any d ∈
K×/(K×)2, let Q = dX2. Then d(Q) = d.

(2) If Q is a rank 2 form with d(Q) = −1, then writing Q = aX2 + bY 2 we have
ϵ(Q) = (a, b)K = (a,−1/a)K = (a,−a)K = 1. Conversely, if d = −1 and ϵ = 1, then letting
Q = X2 − Y 2 we have d(Q) = d, ϵ(Q) = ϵ. If d ̸= −1, then K(

√
−d)/K is a quadratic

extension, so there exists a′ ∈ K× which is not a norm from K(
√
−d), i.e., (a′,−d)K = −1.

Hence we can choose a ∈ K× such that (a,−d)K = ϵ. Let Q = aX2+adY 2. Then d(Q) = d,
and ϵ(Q) = (a, ad)K = (a,−a)K(a,−d)K = ϵ.

(3) Let (d, ϵ) be arbitrary. Choose a3 ∈ K× such that da3 ̸= −1 ∈ K×/(K×)2. Then by
(2) there exists a rank 2 form Q′(X1, X2) such that d(Q′) = da3 and ϵ(Q′) = ϵ · (a3, da3)K .
Let Q = Q′(X1, X2) + a3X

2
3 +

∑
4≤i≤nX

2
i . Then d(Q) = d(Q′)a3 = d, and

ϵ(Q) = ϵ(Q′)(a3, d(Q
′))K = ϵ(Q′)(a3, da3)K = ϵ.

□

For quadratic forms over C or R, we define the Hasse invariant in the same way as the
local non-archimedean case, using the Hilbert symbol over C or R (which is constantly 1 for
C). Over R, if a quadratic form Q has signature (p, q), then clearly

d(Q) = (−1)q, ϵ(Q) = (−1,−1)
q(q−1)

2

R = (−1)
q(q−1)

2 .

Thus we see that for n = p + q ≥ 4, the pair (d(Q), ϵ(Q)) does not uniquely determine q,
and hence does not uniquely determine the equivalence class of Q of rank n. However, one
easily checks Proposition 3.3.11 still holds for K = R.

We now come to the classification of quadratic forms over a global field K (whose char-
acteristic is not 2). In view of Theorem 3.3.1 and the classification over local fields, we only
need to determine which families (Qv)v∈VK

, where Qv is a non-degenerate quadratic form
over Kv of rank n, are globalizable, in the sense that there exists a quadratic form Q over
K such that Q ∼ Qv over Kv for all v.

Theorem 3.3.12. The family (Qv)v∈VK
is globalizable if and only if the following conditions

hold. Write dv := d(Qv) ∈ K×
v /(K

×
v )

2 and ϵv := ϵ(Qv) ∈ {±1}.
(1) There exists d ∈ K×/(K×)2 mapping to dv ∈ K×

v for all v. (Note that the map
K×/(K×)2 →

∏
vK

×/(K×)2 is injective by the local-global principle for being a
square, so d is unique if it exists.)

(2) We have ϵv = 1 for almost all v, and
∏
v∈VK

ϵv = 1.

Lemma 3.3.13. Let b ∈ K×. Let T ⊂ VK be a finite subset of even cardinality such that
for all v ∈ T we have b /∈ (K×

v )
2. Then there exists a ∈ K× such that T = {v ∈ VK |

(a, b)Kv
= −1}.

Remark 3.3.14. By the product formula, clearly the assumptions on T are necessary.

Proof. If T = ∅ then we can take a = 1. Suppose T ̸= ∅. Then b /∈ (K×)2, so L = K(
√
b) is

a quadratic extension of K. Consider the Artin map ψ = ψL/K : CK → Gal(L/K) ∼= {±1}.
For v ∈ T , since b is not a square in Kv, the local extension Lw/Kv (for w|v) is non-
trivial. Hence there exists xv ∈ K×

v that is not a norm from Lw. For v /∈ T , we choose
xv ∈ NLw/Kv

(L×
w), and we can choose xv inside O×

Kv
for almost all v. Then x = (xv) ∈ A×

K .
We have

ψ(x) =
∏
v

ψv(xv) =
∏
v∈T

(−1) = 1
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since |T | is even. Since kerψ = NL/K(CL), there exists a ∈ K× such that xa ∈ NL/K(A×
L ).

Then for any v, we have (a, b)Kv
= (x, b)Kv

, and this is −1 if and only if v ∈ T by the
construction of x. □

Proof of Theorem 3.3.12. Necessity: If Q is a quadratic form over K such that Q ∼ Qv
over Kv for all v, then d := d(Q) ∈ K×/(K×)2 maps to dv. Write Q =

∑
i aiX

2
i . Then

ϵv =
∏
i<j(ai, aj)Kv

. Condition (2) follows from the product formula for Hilbert symbols

(Proposition 3.2.6).
Sufficiency. Let d and ϵv be as in (1) and (2). Let n be the common rank of Qv. We

shall construct a non-degenerate quadratic form Q over K of rank n such that d(Q) = d
and ϵv(Q) = ϵv for all v. Here we denote by ϵv(Q) the Hasse invariant of Q viewed as a
quadratic form over Kv. Then by the local classification we know that Q ∼ Qv over Kv.

For n = 1, we can take Q = dX2.
Suppose n = 2. Let Q = aX2 + adY 2 with a ∈ K× to be determined. Then d(Q) = d,

and

ϵv(Q) = (a, ad)Kv
= (a,−d)Kv

.

Let T = {v ∈ VK | ϵv = −1}. Then T is a finite even set by condition (2). For v ∈ T , we have
−d /∈ (K×

v )
2 since we have the local constraint dv = −1 ⇒ ϵv = 1 for the rank 2 form Qv

over Kv. Hence by Lemma 3.3.13, there exists a ∈ K× such that T = {v | (a,−d)Kv = 1}.
Then the above discussion shows that Q = aX2 + adY 2 satisfies the desired conditions.

Suppose n = 3. We shall construct Q = Q1(X1, X2) + a3X
2
3 by constructing Q1 and a3.

We have d(Q) = d(Q1)a3, so we want d(Q1) to be da3. We have

ϵv(Q) = ϵv(Q1)(a3, d(Q1))Kv
,

so we want ϵv(Q1) to be ϵv · (a3, d(Q1))Kv
, and in the presence of the previous condition

this is the same as ϵv · (a3, da3)Kv
. Thus by the rank 2 case already proved, we only need to

choose a3 such that for each v, (da3, ϵv · (a3, da3)Kv ) are the invariants of a rank 2 form over
Kv, and such that ϵv · (a3, da3)Kv = 1 for almost all v and

∏
v ϵv · (a3, da3)Kv = 1. Only the

first condition is not automatic. By Proposition 3.3.11, the condition is

da3 ∈ (−1)(K×
v )

2 ⇒ ϵv · (a3, da3)Kv
= 1,

or equivalently

da3 ∈ (−1)(K×
v )

2 ⇒ ϵv · (−d,−1)Kv = 1.

Let S = {v ∈ VK | (−d,−1)Kv ̸= ϵv}. This is a finite set since for almost all v we have
(−d,−1)Kv = ϵv = 1. By Weak Approximation (Lemma 3.1.12), there exists a3 ∈ K× such
that for each v ∈ S we have da3 /∈ (−1)(K×

v )
2 (since −d−1(K×

v )
2 is a proper closed subset of

K×
v , which follows from the fact that (K×

v )
2 is an open and hence closed subgroup). Then

for any v ∈ VK , we have

da3 ∈ (−1)(K×
v )

2 ⇒ v /∈ S ⇒ ϵv · (−d,−1)Kv
= 1.

For n ≥ 4, we reduce to the construction of a form of rank n− 1 by a similar argument
and conclude by induction. (Since n − 1 ≥ 3, we no longer have local constraints in the
constructoin of a rank n− 1 form, so the argument is easier.) □
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